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1. Introduction

Computer vision is a discipline which has raised high expectations from the very beginning (cf. [13]). But there is evidence that profitable applications are lagging behind. Tracing computer vision surveys through the years (e.g. [10] and [11]), one repeatedly finds statements to the effect that the field has an extremely rich potential and widespread industrial applications are imminent, in particular in process control and inspection tasks. The predictions did not come true. In the automotive industry, for example, the vast majority of robot manipulators perform their tasks without visual sensors. Automatic visual inspection is the exception rather than the rule. Furthermore, a considerable fraction of the existing computer vision applications are pilot projects. The techniques developed in such projects are frequently not applied to similar tasks because of economic reasons. This picture is also supported by observations concerning the fate of laboratory developments "for industrial applications". The number of systems developed for practical use is out of proportion to the number of systems actually employed. This is particularly true for so-called universal vision-systems which have been designed for a broad spectrum of applications.

There are several reasons for these difficulties. The most basic reason is discussed in [22]: We lack practical methods. Simple, cheap and fast methods often perform poorly, while more complex and powerful methods tend to be slow and expensive. As we have already accumulated a large repertoire of methods and there is little hope for radically new developments, Winkler sees a way out of this dilemma only by a combined development of dedicated hard- and software. Both should move towards each other to bring about cheap, fast and powerful processing methods.

This paper is directed at another cause of the scarcity of industrial vision systems: the configuration problem. This problem arises when the task of a vision system changes and it is necessary to reconfigure the hard- and software accordingly. For many systems this tends to be a costly process where a vision system expert is required and a lengthy trial-and-error procedure must be carried out. Of course, the same configuration problem occurs when the system is installed for the first time. But the costs are often hidden as most installations are delivered as turn-key systems.

A similar problem arises from unwanted changes or variations in a vision system, e.g. changes of illumination due to light source contamination, or variations of object surface properties. Small changes of this kind may easily cause unacceptable effects, e.g. rejection of objects in an inspection task. In this case a solution in terms of a systematic adaption procedure is not satisfactory. We should be able to predict vision system behaviour precisely enough to avoid performance degradation right from the start. Hence we call this the prediction problem. Both, the configuration problem and the prediction problem, are related: An accurate performance prediction can obviously alleviate the configuration task.

This contribution deals mainly with the configuration problem but also touches upon the prediction problem. Both have a common cause: the lack of formal, theoretical penetration of the expert knowledge required for configuring a vision system for a given application.
Hence we can expect improvements if we succeed in developing formal and systematic procedures for those areas where human expertise, ad-hoc solutions and trial-and-error procedures predominate up to now.

In the following sections we discuss the expert system approach to configuring a vision system. Expert systems for configuration tasks have been developed successfully for several applications. The idea of applying this approach to vision system configuration is quite young, however, and there is not much work so far directly related to this problem (cf. [5], [7] and [14]). The scientific basis, however, is well enough developed to permit a detailed discussion of the problem.

Section 2 will deal with configuration systems in general. As we point out the essential properties and difficulties, we shall lay the ground for a specific discussion of the vision system configuration problem in section 3. In section 4, finally, we shall report about a concrete system which has been developed in the author's group (cf. [14]). This system supports method selection and configuration for visual inspection tasks.

2. Configuration Expert Systems

An expert system is a special kind of knowledge-based system designed to take the place of a human expert. The basic building blocks of an expert system are well-known. There is a knowledge base which contains expert knowledge about the task domain (typically in terms of rules) as well as dynamic descriptions of the specific task and of computed results. The second major component is the problem solver (often called inference engine). It is independent of specific tasks and works by applying rules to descriptions in the knowledge base until the desired goal has been achieved.

We are interested in expert systems for configuration tasks – in short: configuration systems – and shall now briefly review the kinds of problems which are typical for such systems. Configuration systems belong to the class of construction systems. Construction systems have to build up the result from components, as opposed to diagnosis systems where the result is selected from a set of possible results. For the case of a configuration system the result is a configuration composed of components in such a manner that the task specification and other constraints are met. The configuration system XCON/R1 is a well-known example (cf. [6]). It can configure DEC computers from given components and has been successfully used by DEC for several years.

Another successful development is the SICONFEX system (cf. [4]) which supports the configuration of Siemens SICOMP computers. As the architectures of such systems become better understood (the two examples are quite dissimilar), configuration expert system shells become feasible. One such specimen is presented in [20]. It is designed to meet the needs of a broad field of technical configuration tasks and could possibly be used as the basis for a vision system configuration system.

The problems which are typical for configuration system design can be roughly subdivided into two parts: knowledge representation problems and control problems. We shall discuss the former first. A fundamental prerequisite for using expert system technology at all is formalizability of the relevant knowledge. Formalization means that knowledge is structured and represented in a computer according to fixed rules. As we examine the knowledge governing vision system configuration, we can immediately see that formalization is an issue. Computer vision is a formal discipline, but vision system configuration is not yet, as indicated in the introduction.

The components of a configuration constitute an important class of objects which impose representational requirements. They have to be represented in terms of properties which bear on the configuration task. The computer system components of XCON, for example, are characterized by properties such as size, current load, connector type, etc. For configuration tasks such properties may often be expressed in terms of constraints. Hence finding a valid configuration may be posed as a constraint satisfaction task.
Experience has shown (cf. [8]) that multiple levels of representation may be useful. For example, a spatial configuration could be initially determined using simple, approximate object shapes. In a second phase, the proposed solution could be verified using exact object shapes. This can also be viewed as bottom-up hypothesis generation followed by top-down verification. The idea will also be useful for vision system configuration as shown in the next section.

Task specification is another representational issue. In the case of XCON the task is represented mainly by a list of components which have to be configured, hence there are no major representational problems. For vision system configuration, however, a formal task specification may be quite difficult. Consider, for example, the inspection task "verify the proper position of the safety pin" or "determine surface integrity of a disc brake". Apart of each individual representation problem, vision system task specifications are also problematic because of the multitude of possible tasks. Hence one must either provide a rather general set of representational tools or be prepared to narrow down the task domain.

As we focus on control issues now, it is important to note that constructing a configuration may not be possible without backtracking. The task can be compared to a puzzle where local decisions cannot be tested for global compatibility. Hence it may be necessary to undo decisions and explore alternatives. Problems of this nature have been investigated in depth for planning tasks (cf. [12] and [16]). Concepts and solutions developed hereby are partially applicable to configuration tasks as the latter constitute a more general class of tasks.

One of the concepts which do carry over is hierarchical planning. For configuration problems this means that a configuration is represented in multiple levels of abstraction. The highest level contains the coarsest view, lower levels refine the components of the next-higher level. If the configuration space is organized skillfully according to the principle of modularity, one obtains a tree with strong intra-branch and weak inter-branch dependencies. Following the tree during the configuration process will alleviate the global conflict problem but may not necessarily avoid it completely. XCON is an exception: The task could be structured in such a way that no backtracking is necessary at all.

If backtracking cannot be avoided, one can still try to improve search efficiency using 'intelligent backtracking'. This is the customary name for procedures which help to avoid undoing more decisions than necessary during backtracking. One way to do this is to keep track of all dependencies between decisions (cf. [11]). Thus one can determine which decisions are affected by a conflict and which not.

3. Vision System Configuration

We now turn to vision system configuration and discuss possible approaches as well as specific difficulties associated with such approaches.

In figure 1 we show the essential components of a vision system for an inspection task. In this example, the length of a work piece is to be examined. The following discussion will refer to this task as an exemplary one. Other tasks such as completeness tests, object recognition, fault detection, etc. pose similar problems.

The objects which are to be configured can be subdivided into devices (illumination, sensor, processor, test environment) and methods (thresholding, component analysis, etc.). Configuration (as an activity) encompasses selection, composition and adaption of such objects. The selection problem lies at the heart of the configuration problem. It amounts to choosing suitable devices and methods for a given task with the help of general configuration knowledge. The composition problem refers to structural decisions, i.e. to ways of putting a system together from a given set of components. In the case of devices composition mainly refers to the spatial arrangement, in the case of methods to temporal order and logical dependency. In general, the composition of devices offers many degrees of freedom, whereas methods impose a considerable amount of structure once they are selected. Hence method composition cannot really be separated from method selection. The adaptation problem is due to the fact that devices and especially methods typically contain free parameters. Examples are the threshholding, edge detection with variable window size, minimal values for edge
lengths or region sizes, light source power, etc. If the parameters are determined on the basis of the task specification, this part of the configuration process can also be considered as a selection (e.g. selection of a particular method instance). If there is a special evaluation criterion, however, which allows an iterative improvement of the configuration, parameter adaptation becomes a subtask in its own right. The evaluation of test runs could provide such a criterion, for example.

From now on we will refer to parameter adaptation in the latter sense. Furthermore, we will assume that selection and composition are combined in one process, hence a distinction will only be made between component selection and parameter adaptation. We now discuss formalization steps which are prerequisite for computer-aided component selection and for parameter adaptation, and examine to what extent this formalization is supported by the current state of the art.

Component selection

Computer-aided selection of devices and methods for a given task requires a formal representation of the following three components:

(i) task specification,
(ii) configuration knowledge,
(iii) devices and methods.

The task specification encompasses information about test object, test environment and test. This is the terminology of the VDI/VDE guidelines for automatic inspection (cf. [19]). The three components can be further expanded in considerable detail and provide a structured checklist for inspection task specifications. A similar approach could be used for other tasks.

For a configuration system it is useful to obtain a task specification by putting questions to the user. The kinds of questions asked (and the amount of information supplied by the user) greatly influence the resulting system complexity. In the simplest case, the task specification may be given in terms from which the configuration can be immediately obtained. For example, the user could be asked:

Can one use an array camera?
Is binary image processing possible?
Which features must be computed?

Such a task specification reduces the configuration system to a dialogue system where the user has to provide most of the expertise. A more interesting system results (cf. [14]) if the task is specified according to a task taxonomy as provided, for example, by [19] in a
crude form. Here the user indicates a task such as 'object recognition' and specifies the features, test object classes and tolerances. This information can be given without much image analysis expertise.

For more complex vision tasks and a more ambitious configuration system design it may be necessary to provide the properties of test objects and test locations in every detail, i.e. by specifying photometric surface properties, 3D shapes of objects and defects, etc. A task specification which is "complete" in this sense, is prerequisite for a simulation of the vision system. Simulation requires that the entire vision system be internally modelled by the configuration system. This approach has obvious advantages with respect to an exact prediction of the vision system performance. It is well supported by representation techniques developed in CAD and Computer Graphics (see [9] for a survey). In summary, one must say that little concrete work has been done on formal task specification, but the discipline is well organized and useful tools are available so that rapid advances seem possible.

The second problem component is configuration knowledge. By this we mean task independent expert knowledge which is employed for configuring vision systems. For example, we know that binary image processing may be possible if test object and test environment occupy non-overlapping sections of the greyvalue scale. We also know that the contrast between test object and environment is very large if backlighting is employed. These are examples of knowledge which can be represented in terms of productions or rules:

IF: high contrast between test object and test environment is desired, and backlighting is possible,
THEN: select backlighting.

The ease with which such rules can be formulated is deceiving. All concepts and predicates used in the condition and action part of the rules must be carefully tuned with respect to each other to obtain a consistent and operational knowledge base. For example, one may wonder whether or not the consequence of selecting backlighting – high contrast – should be included in the action part of the rule. The freedom in designing such a knowledge base and the absence of a methodology are symptomatic for 'knowledge engineering', i.e. the process of transforming human expertise into a formal computer representation.

We now turn to the third problem component, the formal representation of devices and methods. They constitute the repertoire of the configuration system. Their representation must be tuned to the vocabulary used for task specification and configuration knowledge, as configuration rules establish a connection between the task on one hand and devices and methods on the other hand. As we pointed out earlier, the selection of a particular method typically implies strong restrictions on preceding and succeeding processing steps. Hence methods must be represented including interface conditions. The conditions – which correspond to the local constraints of a general configuration problem – mainly reflect compatibility requirements of data types.

Subroutine libraries which have been developed for interactive image processing systems are a useful basis for formalizing image processing methods. One example is the DIBIAS system (cf. [18]). In this system a composition of methods is achieved using a command language, but composition is also supported by information stored along with the subroutines. One may also start off with subroutine collections such as SPIDER (cf. [17]). SPIDER currently contains more than 400 FORTRAN subroutines. For a survey of interactive image processing systems see [3]. In summary, these developments are a useful basis for constructing a method base. Compatibility information with respect to data types may be readily obtained, whereas other important properties, in particular the suitability of a method for a given task, remains to be worked out.

Parameter adaptation

Parameter adaptation has been defined earlier as a configuration subtask where the vision system performance is improved iteratively by modifying free parameters. Parameter adaptation can be viewed as system fine-tuning and hence as complementary to compo-
Parameter adaptation is a cyclic process with the structure shown in figure 2. A configuration is evaluated (downward arrow), then the parameters are modified based on this evaluation (upward arrow). The process is knowledge-based as it is controlled by evaluation criteria and adaptation knowledge.

An obvious evaluation method is trying out the configured vision system and evaluating the outcome. If test runs do not give the desired results, the parameters have to be modified using adaptation knowledge. We are interested in formalizing this process. In doing so, we have several options depending on the role which is to be played by the user on one hand and the concrete vision system on the other.

If one aims at parameter adaptation without human assistance, both evaluation and parameter modification must be formalized and all relevant knowledge must be formally represented. This method is called 'unsupervised automatic adaptation'. One can independently choose to carry out parameter adaptation in a simulated vision system. We then get 'adaptation by simulation'. Both methods can be combined and lead to adaptation systems with different merits, suitable for different applications.

The system developed by Liedtke and collaborators (cf. [5] and [2]) is an important example of unsupervised automatic adaptation using the real vision system. Their task is object recognition. As edge analysis and model matching is performed, the quality of the results is evaluated by demons and parameter modifications are suggested based on general adaptation knowledge.

The simulation approach is in its infancy. It is currently being investigated by several groups (cf. [15] and [21]), but concrete systems have not yet been presented. The advantages of simulation are evident: The performance of a vision system may be determined without the expense of installing a concrete system. Furthermore, simulation may be used for component selection as well as parameter adaptation.

4. BIKOS - A Configuration System For Visual Inspection

We now briefly describe the configuration system BIKOS which has been developed and implemented in the author's research group (cf. [14]). BIKOS configures vision systems for inspection tasks can only select methods. It is assumed that the physical components (devices) are fixed, and there is no parameter adaptation.

The performance of BIKOS is largely determined by a structured representation of image analysis methods. The structure is an AND/OR graph subdivided into levels of abstraction. An edge of the graph leading from a higher level to a lower level denotes either method refinement or method specialization. Figure 3 shows part of the method graph. Underlined methods are leaves of the graph and are called R-methods (realization methods). All other methods are abstract and are decomposed (not always shown in this this figure) into parts (Z-methods) or specializations (A-methods).
A method is a frame with the following structure:

**METHOD**

Nominal part:
- **name**
- **class**
- **optional**
- **description**
- **parts**
- **specializations**

- method name
- method class (Z, A, or R)
- optional method (yes or no)
- short text describing the method
- list of partial methods for Z-methods
- list of specializations for A-methods

Selection part:
- **external conditions**
- **internal conditions**

- selection conditions referring to task
- selection conditions referring to dependencies between methods

Action part:
- **context activation**
- **operators**

- information concerning context activation
- special functions called when activating the method
The selection part contains conditions which either refer to the task specification (e.g. 'little secondary-illumination') or to mutual constraints, in particular data type compatibility requirements. Facts which satisfy internal conditions are generated dynamically by method instantiation or instantiating configuration knowledge. The latter is represented in BIKOS in terms of criteria which serve to acquire, store or deduce knowledge about the task on hand. For example, there is a criterion 'secondary-illumination' which can satisfy the external condition of a method if instantiated accordingly.

**CRITERION**

<table>
<thead>
<tr>
<th>name</th>
<th>secondary-illumination</th>
</tr>
</thead>
<tbody>
<tr>
<td>mode</td>
<td>question</td>
</tr>
<tr>
<td>text</td>
<td>How strong is the secondary illumination?</td>
</tr>
<tr>
<td>default</td>
<td>average</td>
</tr>
<tr>
<td>range</td>
<td>little, average, strong</td>
</tr>
</tbody>
</table>

In this case the instantiation of the criterion leads up to a question. Other criteria deduce the desired information from existing data.

Questions are usually put forth in a task specification phase which precedes the configuration phase. The specification is carried out following the guidelines of [19]. Internally, this phase is controlled by an AND/OR task tree similar to the method tree.

The overall control of the configuration process is not predetermined by the knowledge structures presented so far but follows from meta-knowledge represented separately. The control knowledge of BIKOS currently realizes a depth-first search, i.e. the method graph is searched systematically beginning at its root until an acceptable configuration has been found. This is the order which takes the greatest advantage of the hierarchical structure given by the method graph, as most internal constraints are dealt with locally and backtracking can be kept within reasonable limits. Other search strategies can also be realized, however, e.g. following a user specified order.

BIKOS has been implemented in OPS5 on a VAX/780 and currently encompasses ca. 10,000 lines of source code.

5. Summary

Today’s computer vision systems cannot be employed economically to such an extent as has been predicted. One of the reasons is the configuration problem: Installing a vision system and adapting it to a new task can only be done by experts and hence is costly. In this contribution we investigated the possibilities for using expert systems to configure computer vision systems. Configuration systems have been successfully developed for other applications, their properties and problems are sufficiently well understood. The configuration of vision systems can be subdivided into component selection and parameter adaptation. Both tasks require several kinds of formalized knowledge, part of which are already available from various sources. A first implementation of a configuration system for method selection has been presented which demonstrates the feasibility of this approach.
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