Towards Model-Based Recognition of Human Movements in Image Sequences
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The interpretation of the movements of articulated bodies in image sequences is one of the most challenging problems in computer vision. In this contribution, we introduce a model-based approach for the recognition of pedestrians. We represent the human body by a 3D-model consisting of cylinders, whereas for modelling the movement of walking we use data from medical motion studies. The estimation of model parameters in consecutive images is done by applying a Kalman filter. Experimental results are shown for synthetic as well as for real image data.

1. INTRODUCTION

Vision enables us to perceive the form and spatial arrangements of physical objects as well as to recognize if objects move and how they move. In order to do this, two things seem to be necessary [42]. On one hand there must be a symbolic system to represent shape and motion information and on the other hand the brain must contain a set of processes to derive such informations from images.

When investigating the dynamic aspects of traffic scenes one has to deal with a variety of different objects and motion types. In the sense above, these objects and their motions have to be represented in order to automatically analyze image sequences. Since the observed events are, in general, very complex an efficient symbolic description is important. It is advantageous to describe recognized motions by natural language [4, 49, 50, 64, 47, 48, 22]. We consider the work in this paper as a small step toward this long-term goal.

In the following we introduce a model-based approach for the recognition of pedestrians. We explicitly represent the human body and its motion and use this knowledge to derive 3D-positions and postures from images. The current contribution is restricted to human walking which is the most frequent type of locomotion of pedestrians.

Our aim is to analyze realistic monocular images. Therefore, existing approaches which assume the joints of the human body to be marked (e.g., [57, 73, 23, 34, 19, 3]) or which investigate synthetic images (e.g., [52, 70, 68]) cannot, in general, be applied. Among those approaches which evaluate real-world scenes, Cipolla and Yamamoto [13] use stereo-images. Akita [1], Leung and Yang [36, 37], and Pentland and Horowitz [54] essentially analyze special gymnastic movements, but not locomotion, which in general simplifies the interpretation because the effect of self-occlusion is diminished. Other approaches restrict their analysis of locomotions to the part of the legs [71] or to the part of the arms [77]. The pioneering work for recognizing walking persons in real-world images has been done by Hogg [24, 25]. He uses the model of a human body of Marr and Nishihara [41] in order to estimate postures of walking persons from images. The data for the motion model has been acquired interactively from one prototype image sequence. Our approach also utilizes the cylindrical model of Marr and Nishihara [41]. However, for the motion model we use data from medical motion studies representing an average over a relatively large number of test persons. Hogg [24, 25] compares the contours of the model with grey-value edge points where hidden model contours have not been removed. We instead compare model contours with grey-value edge lines and remove hidden model contours. In contrast to Hogg [24, 25] our approach determines the initial posture automatically and, for estimating the model parameters for a certain image, earlier estimates are taken into account by using a Kalman filter. Therefore, our estimates of the model parameters over time are smoother.

The organization of this paper is as follows. After an overview of our approach in the next section we describe our model of the human body and its movement. Then, we introduce the procedure for estimating the model parameters from single images and extend this approach to image sequences.

2. OVERVIEW OF OUR APPROACH

One problem in recognizing pedestrians arises from the nonrigidity of the human body. When analyzing rigid ob-
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FIG. 1. Comparison between rigid and nonrigid objects.

FIG. 2. General interpretation cycle.

FIG. 3. Interpretation cycle for our approach.

of the visible contours of the 3D-model. The following main steps of our approach will be described in detail in the subsequent sections.

For segmenting the image plane in regions corresponding to moving and nonmoving objects we apply a change detection algorithm followed by binary image operations. Using the enclosing rectangle of the detected image region and an assumption about the height of the observed person we estimate the 3D-position. In order to determine more precisely the 3D-position and to estimate the posture we then compare model contours with grey-value edges approximated by straight lines and estimate the model parameters by maximizing a measure of similarity. At the beginning of the image sequence we perform an initialization by applying the procedure above for circa 10–15 images (about the half of a walking cycle) for each image independently. By linear regression over these estimates we obtain starting values for the Kalman filter which is applied afterward. In this subsequent phase, having estimated the parameters for a certain image, we predict the
new position and posture for the following image according to our motion model and again adapt the 2D-descriptions of the model and the image. By repeated prediction and estimation we determine the model parameters for the whole image sequence.

3. MODEL OF PEDESTRIANS

Models of the human body and its movements are investigated in the fields of biomechanics, computer graphics, and robotics.

3.1. Modelling the Human Body

In order to efficiently recognize shapes from images, Marr and Nishihara [41] laid down three criteria which a static 3D-model should satisfy (see also Vaina [72]). Based on these criteria they proposed to use an object-centered coordinate system, volumetric primitives, and a modular hierarchical organization on the description. As an example, Marr and Nishihara [41] suggest a 3D-model of the human body consisting of cylinders. In our approach we use this model. The human body is represented by 14 cylinders with elliptic cross sections (head, torso, and three primitives for each arm and leg) which are connected by joints (see also Fischer [17]). Cylinders are a good compromise between the number of parameters and the quality of representation of the human body. Each cylinder is described by three parameters: one for the length and two for the sizes of the semi-axes. The coordinate systems for the single body parts are aligned with the natural axes. The origin of the coordinate system of the whole body is at the center of the torso. Transformations between different coordinate systems are described by homogeneous coordinates $X = (X, Y, Z, 1)^T$,

$$X' = AX,$$

where $A = \begin{pmatrix} R & T \\ 0^T & 1 \end{pmatrix}$, consisting of the $3 \times 3$ rotation matrix $R$ and the translation vector $T$. The inverse of $A$ is

$$A^{-1} = \begin{pmatrix} R^T & -R^T T \\ 0^T & 1 \end{pmatrix}.$$

If several transformations are applied in series then one has to multiply the single matrices $A_i$:

$$AA_{i+1} = \begin{pmatrix} RR_{i+1} & R_{i+1} T_{i+1} + T_i \\ 0^T & 1 \end{pmatrix}.$$

For modelling the human body we use absolute sizes of the body parts. Since pedestrians are "in general" dressed, and since clothing can strongly influence the appearance of a person, the usefulness of existing catalogues of body-measurements of unclothed persons (e.g., DIN [15]) is limited. Therefore, we use sizes of the human body parts obtained by direct measurements of a normal person with average clothing. Visualizations of our model are displayed in Figs. 4 and 5 (see also [35]).

3.2. Modelling the Movement of Walking

There are two basic methods for describing bodies in motion: kinematic and dynamic approaches (e.g., [5, 56, 69]). A kinematic description explicitly specifies the geometry of objects, i.e., position, orientation, and deforma-
tion without taking into account the cause of the movement (e.g., [21, 12, 78, 79, 5]). If the movement is explicitly given by time-dependent functions then it is very easy to simulate movements. However, there are hardly any functions known for describing the complex movements of the human body (but see the laws of motion in Weber and Weber [74]). Another possibility for simulating human movements is to provide interactively movement positions at certain time instants (keyframe technique) which is time consuming and often does not lead to the desired result. Also, movement positions can be reconstructed interactively from recorded image sequences (rotoscopy). By this, it is possible to model only such movements which have previously been performed. If, however, data from motion studies is already available then these values can be used for simulation.

In contrast to kinematic methods, dynamic methods take into account forces and torques and have the potential to produce realistic motions (e.g., [75, 76, 11]). However, these approaches are computationally expensive and specifying forces and torques can be difficult. In addition, the resulting movements are not always satisfying and sometimes they are improved by kinematic adjustment (see also [33]).

Since in our approach for recognizing pedestrians we want to use the model for analyzing real-world images, the agreement with actual movements is important. On the other hand, the number of parameters needed for specifying the model should be kept small in order to facilitate their estimation from images. Therefore, we decided to apply a kinematic approach.

For modelling the movement of walking we use data from human motion studies. Those studies have a long tradition (see [2, 74]). At the end of the 19th century, photographic methods have been developed [46, 39, 9]. For medical purposes in Murray et al. [45] (see also Murray [44]) the movements of 60 normal men ranging in age from 20 to 65 years have been analyzed to obtain the basic elements of walking. Astonishingly, the movement patterns of the body parts are very similar for the different persons, although it is often possible to recognize persons by their gait. We use for our model the average data of this investigation (see also [61]). A nice property is that only one parameter is needed to specify the relative positions of all body parts. For each of the joints at the shoulder, elbow, hip, and knee we have taken the values for the angle positions at 10 time instants. These values are interpolated by periodic cubic splines (see [66]). The whole walking cycle has been standardized to one. As an example, the motion curve of the knee-joint is displayed in Fig. 6. Analogously, we modeled the vertical displacement of the whole body. Since walking is a symmetric movement, the motion curves of the joints are only needed for one side of the human body. Movement states of our model for half of the walking cycle are shown in Fig. 7. Depicted are the contours of the cylinders under central projection. Hidden contours have been removed (e.g., [51, 53]). Fast reproduction of these motion states on a screen reveals that our motion model appears to be fairly realistic.

4. ESTIMATING THE MODEL PARAMETERS FROM SINGLE IMAGES

4.1. Detecting Moving Objects

We assume the image sequence to be recorded with a stationary camera. In order to segment the image plane in regions corresponding to moving and nonmoving objects we apply a change detection algorithm. For each image point we approximate the grey values in a $5 \times 5$ window by a bivariate polynomial of second order and compute polynomial fits in consecutive images (see [63, 8, 7]). Let $X$ be the matrix representing the image coordinates and $\beta$ the parameters of the fit. The $n$ grey values of the window are given by $g_i = X^T \beta$ and we can estimate $\hat{\beta}_k = X^* g_i$ by using the generalized inverse $X^* = (X^T X)^{-1} X^T$. We consider a point of an image $k$ to represent systematic changes, if $(\| \cdot \|_2$ denotes the Euclidean norm)

$$\frac{1}{\sqrt{n}} \|X \hat{\beta}_k - X \beta\|_2 = \frac{1}{\sqrt{n}} \|X X^*(g_k - g)\|_2 > T$$

holds for the preceding ($j = k - 1$) or for the following ($j = k + 1$) image, where $T$ is a threshold (Figs. 8 and 9). Experimentally we have found that this procedure yields better results than the approach in Hsu et al. [26]. The reason for this is that in our approach we directly compare the polynomial fits in consecutive images and therefore we do not need to estimate image noise which, in general,
cannot be done very reliably using only local measurements.

In order to improve the detected image regions we apply binary image operations. Detected image points having a small number of neighbors in a $3 \times 3$ window are deleted and nondetected points with a large number of neighbors are marked. Since the relations between neighbors change permanently during this process we implemented these operations recursively. If, at the end of this procedure, there are still holes left (not marked areas surrounded by detected image points) we fill them by an additional algorithm. The application of our approach yields the re-
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FIG. 7. Movement states for half of the walking cycle.

FIG. 8. Grey-value image of a pedestrian.

FIG. 9. Result of the change detection algorithm.
sult in Fig. 10. Most false detections have been removed and the detected object candidate is a useful representation of the imaged pedestrian.

In addition, we compute a surrounding rectangle and the outline (Figs. 10 and 11). For the object candidate a velocity field is evaluated with the approach in Schnörr [65] (Fig. 12). Based on these descriptions, in Bister et al. [8], we introduced an approach to automatically derive trajectories of several simultaneously moving objects without using explicit models. For a street crossing with moving cars, pedestrians, and cyclists observed from bird's-eye view we demonstrated the applicability of our approach.

4.2. Determining the 3D-Position

The next step is to estimate the 3D-position of the considered pedestrian. For our approach we suppose the depicted scene to be calibrated (e.g., [60, 18, 58]). We exploit the information of the enclosing rectangle of the detected object candidate and make an assumption about the absolute height of the observed person. Using homogeneous coordinates the projection of a 3D-point $X = (X, Y, Z, 1)^T$ onto the image plane (Fig. 13) with $x = (x, y, *, 1), *$ denoting an arbitrary value, $h$ being nonzero, and the $4 \times 4$ matrix $T$ is given by

$$h \mathbf{x} = T \mathbf{X}.$$  \hspace{1cm} (2)
The midpoints of the bottom and the top edges of the detected rectangle \( x_u \) and \( x_o \) represent the sole and the top of the human body, respectively. The connection line between the corresponding 3D-positions is supposed to lie perpendicular to the plane upon which the person moves. With \( H \) denoting the assumed height of the person and \( H = (0, H, 0, 0)^T \) we can write

\[
\begin{align*}
    h_u x_u &= T X_u \quad (3) \\
    h_o x_o &= T (X_u + H). \quad (4)
\end{align*}
\]

From (3) and (4)

\[
    h_u x_u - h_o x_o + TH = 0
\]

follows and with

\[
T^* = \begin{pmatrix}
    t_{11} & t_{12} & t_{13} & -x_u & 0 \\
    t_{21} & t_{22} & t_{23} & -y_u & 0 \\
    t_{41} & t_{42} & t_{43} & -1 & 0 \\
    0 & 0 & 0 & x_o & -x_o \\
    0 & 0 & 0 & y_o & -y_o \\
    0 & 0 & 0 & 1 & -1
\end{pmatrix}, \quad X^* = \begin{pmatrix}
    X_u \\
    Y_u \\
    Z_u \\
    h_u \\
    h_o
\end{pmatrix}
\]

\[
b^* = \begin{pmatrix}
    t_{01} \\
    t_{24} \\
    H t_{12} \\
    H t_{22} \\
    H t_{42}
\end{pmatrix}
\]

we obtain the following linear system of equations:

\[
T^* X^* + b^* = 0. \quad (6)
\]

For the five unknowns of \( X^* \) we have six equations; i.e., (6) is overdetermined. An approximate solution could be computed by using a numerical method. However, in our case we require the condition that the connection line of the 3D-positions of the sole and the top of the head is perpendicular to the plane where the pedestrian walks. To satisfy this requirement we allow a shift of the midpoints of the bottom and the top edges of the rectangle. The requirement is satisfied when the last three equations in (6) are exactly fulfilled. Having determined \( h_u, x_u, \) and \( y_u \) in this manner, the 3D-position of the sole \( X_u \) can be evaluated using the first three equations in (6). Then the 3D-position of the top of the head results by adding \( H \) to the \( Y \)-component of \( X_u \).

For a real image sequence the midpoints of the rectangle are displayed in Fig. 14. The estimated 3D-positions projected on the \( XZ \)-plane and connected by straight lines are shown in Fig. 15. The distance in \( X \)-direction covered by the pedestrian is about 4.5 m and the distances of the pedestrian to the camera lie between 10.9 m and 12.6 m. From this result we see that a single measurement is not very reliable because of the variations of the height of the detected rectangles. Therefore, it is advisable to take into account several measurements.

4.3. Matching Model Contours with Grey-Value Edges

In order to estimate more precisely the 3D-position and, in addition, to determine the posture of the pedestrian, we compare model contours with grey-value edges (see also [62]). Since the contours of our model consist of
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**FIG. 14.** Midpoints of the bottom and top edges of the detected rectangles.

**FIG. 15.** Estimated 3D-positions projected on the \( XZ \)-plane.
straight lines we decided to compare them with edge lines. In comparison to edge points, the number of image features is smaller, and the influence of noise is reduced. Inside the detected rectangle, we compute edge points with the approach of Korn [32], link them together, and approximate them by eigenvector line fitting as described in Duda and Hart [16, p. 332] (see Fig. 16).

In a certain motion state, we compute for each visible model contour a window and cut the grey-value edges to the portion inside the window (Figs. 17 and 18). We use a measure of similarity between model contours and grey-value edges that takes into account three geometric quantities. The length $l_i$ is the projection of the (cut) grey-value edge onto the model contour with length $l_{M_i}$ and measures how much the two edges overlap (since we compare the projected grey-value edge with the starting and endpoints of the model edge, $l_i$ is always smaller than or equal to $l_{M_i}$). The second quantity is the distance $d_i$ between the midpoint of the (cut) grey-value edge and the corresponding projection onto the model line. The third quantity is the angle between the two edges. The larger $l_i$ and the smaller $(l_{M_i} - l_i)$, $d_i$, and $\Delta \varphi_i$, the more similar are the two edges. We use the following measure of similarity:

$$s_i = l_i \exp \left[ -\frac{1}{2} \left( \frac{(l_{M_i} - l_i)^2}{\sigma_{l_i}^2} + \frac{d_i^2}{\sigma_{d_i}^2} + \frac{\Delta \varphi_i^2}{\sigma_{\Delta \varphi}^2} \right) \right].$$

With

$$\Sigma_i = \begin{pmatrix} \sigma_{l_i}^2 & 0 & 0 \\ 0 & \sigma_{d_i}^2 & 0 \\ 0 & 0 & \sigma_{\Delta \varphi}^2 \end{pmatrix}, \quad k_i = \begin{pmatrix} l_{M_i} - l_i \\ d_i \\ \Delta \varphi_i \end{pmatrix}$$

we can write

$$s_i = l_i e^{-1/2k_i^T \Sigma_i^{-1} k_i}.$$

The parameters $\sigma_{l_i}$ and $\sigma_{d_i}$ are determined in dependence of the length of the model contour: $\sigma_{l_i} = c_l l_{M_i}$ and $\sigma_{d_i} = c_d r_i c_r l_{M_i}$, where $c_l$, $c_d$, and $c_r$ are constant for all model contours; $\sigma_{\Delta \varphi}$ is constant, too. Therefore, the exponent in (8) is independent of scaling the model. Since we want grey-value edges with larger values of $l_i$ to have a larger influence on the overall similarity, we weight the exponential function by this value. Alternatively, one could weight by $l_{M_i}$.
Many approaches for line matching compare the midpoints or the starting and endpoints of the model contour with the grey-value edge supposing that the two edges are similar in length (e.g., [38, 43, 67, 6]). In our application the grey-value edges of the lower and upper parts of the arms and the legs often are connected to one single grey-value edge. Then a comparison between midpoints or starting and endpoints would lead to large discrepancies. Therefore, we first cut the grey-value edges and then use the quantities of similarity as above.

For qualitatively comparing our measure of similarity with the one in Lowe [38] we write the exponential function in (7) as the multiplication of three single exponential functions \( e^{-x_i^2/2} \), where \( x_i = (l_{Mi} - l_i)/\sigma_{Mi}, \sigma_{Mi} \) and \( \Delta \phi_i \) and replace each of these functions by \( 1/x_i \), which for \( x_i \) larger than a minimum value has a comparable course. Then we have

\[
s_i = c \frac{l_{Mi}^2}{(l_{Mi} - l_i)^2} d_i \Delta \phi_i \tag{9}
\]

with \( c \) being constant. The measure in Lowe [38] is given by

\[
s_i = c_i l_{GW_i} (l_{Mi} - l_{GW_i}) d_i \Delta \phi_i \tag{10}
\]

with \( c_i \) being constant and \( l_{GW_i} \) denoting the length of the (uncut) grey-value edge. The comparison shows that the normalization in (10) is done by \( l_{GW_i} \) and not by \( l_{Mi} \) as in (9). In addition, (10) is independent of scale. In our application grey-value edges often are longer than model contours. Besides that, the (visible) model contours in general are highly different in length and we want model edges with larger values \( l_i \) to have a larger influence on the overall similarity. Therefore, in our opinion, (9) is the more adequate measure for our case. The use of the exponential function in (7) has the additional advantage that the resulting expression is defined for all values and decreases to zero fast for dissimilar edges. If several grey-value edges overlap the search window, then we take the one with highest similarity value. The overall measure of similarity in dependence of the model parameters \( p \) is the sum of the values \( s_i \) for all visible model edges of the pedestrian normalized by the sum of their lengths \( l_{Mi} \):

\[
s(p) = \frac{\sum_{i=1}^{n} w_{Gi} w_{Vi} w_{Ki} s_i}{\sum_{i=1}^{n} l_{Mi}} \rightarrow \max. \tag{11}
\]

The single values \( s_i \) can be weighted by the magnitude of the grey-value gradient at the matched grey-value edge.
a variable density of space points, or using some other optimization procedure.

Fixing the 3D-position of the model and varying the posture parameter \( \text{pose} \) within the whole walking cycle, for the grey-value edges in Fig. 16, we obtain the similarity curve in Fig. 19 using equal weights \( w_i \) for all the model edges in (11). The state of motion with the highest similarity (\( \text{pose} \approx 0.55 \)) is superimposed onto the original image in Fig. 20 and agrees with the observation. However, the similarity curve has several secondary maxima and we see that in general it is not a good choice to use a downhill method. The relatively large values around \( \text{pose} \approx 0.05 \) which stem from the fact that the walking cycle is symmetric with respect to time are interesting. Even for a human observer it is hard to decide whether the right leg is in front of the left leg or vice versa and surely there are cases in which our algorithm determines the posture displaced by half of the walking cycle from the actual posture. Another example in Figs. 21 and 22 shows qualitatively the same result.

5. ESTIMATING THE MODEL PARAMETERS FROM CONSECUTIVE IMAGES

In this section, the approach for evaluating single images as described above is extended to image sequences. We first perform an initialization and then incrementally estimate the model parameters by using a Kalman filter approach.

5.1. Initialization

A human observer only needs 0.2 s (less than a quarter of the walking cycle) to recognize a walking human represented by moving light displays [28, 55]. Therefore, automatically analyzing a number of images which show about half a walking cycle (circa 10–15 images) should be sufficient to obtain starting values. In the initialization phase for each image independently we apply the change detection algorithm and the procedure for estimating the 3D-position in Section 4. When matching image edges to model contours the search space for the posture is the whole walking cycle (2 \( \Delta \text{pose} \approx 1 \)), whereas after initialization (because of the knowledge available now) the search space can be reduced (e.g., 2 \( \Delta \text{pose} \approx 0.4 \)). In addition, we vary \( X \) and \( Y \) around the estimated 3D-position.

For a synthetic image sequence (grey-value images can be seen in Fig. 27) the determined postures are marked in Fig. 23. The dashed line indicates the actual movement. With the exception of the outlier at image number 10 which is displaced about the half of the walking cycle

FIG. 21. Similarity curve.

FIG. 22. Determined motion state.

FIG. 23. Initialization for a synthetic image sequence.
(dotted line) the estimates agree with the actual movement. The estimates for a real image sequence named Ω (Figs. 24 and 29) also lie relatively well on the line of the actual movement and the one displaced by half of the walking cycle. However, the number of false estimates displaced about Δpose ≈ 0.5 is much higher. It should be noted that for this image sequence the image portion covered by the pedestrian is relatively small and therefore it is hard to decide whether the right leg is in front of the left leg or vice versa. For another image sequence (Figs. 25, 31), where the pedestrian covers a larger portion of the image plane, the number of false estimates displaced about Δpose ≈ 0.5 is smaller.

5.2. Incremental Estimation

After initialization we apply the recursive equations of the Kalman filter [29, 20]. In the field of computer vision, Kalman filter approaches have been introduced, for example, by Brodii and Chellappa [10] and Deriche and Faugeras [14]. Brodii and Chellappa [10] describe an approach for incrementally estimating model parameters of rigid objects from measured image points, whereas in Deriche and Faugeras [14] grey-value edge lines are tracked in the image plane. Our aim is to recognize human movements. Since the body parts of pedestrians often are occluded by one another (self-occlusion), tracking of image lines in general would lead to severe problems.

In the following we assume the pedestrian to move with constant velocity. By interpreting the parameter values for the best fit in a single image as measurements for the corresponding time instant, the system description and the measurement model for the Kalman filter approach can be expressed by a linear relation. Therefore, we use a discrete linear Kalman filter.

The general discrete linear model is given by

\[ p_k = \Phi_{k,k-1} p_{k-1} + \Gamma_{k-1} w_{k-1} \]  
\[ z_k = H_k p_k + v_k. \]  

The searched parameters are represented by the state vector \( p_k \) at the time instant \( k \). \( \Phi_{k,k-1} \) is the transition matrix. \( \Gamma_{k} w_{k} \) represents modelling errors, where \( \Gamma_{k} \) often is chosen to be the identity matrix and \( w_{k} \) is assumed to be Gaussian distributed with expected value \( E\{w_k\} = 0 \) and covariance matrix \( E\{w_k w_k^T\} = Q_k \), i.e., \( w_k \sim N(0, Q_k) \). \( H_k \) denotes the measurement matrix and \( v_k \sim N(0, R_k) \) the measurement errors. Often it is reasonable to assume that the errors \( w_k \) and \( v_k \) are uncorrelated, i.e., \( E\{w_j v_k^T\} = 0 \) for all \( j,k \).

Predicting the parameters and the covariance matrix is done by

\[ p_k^\dagger = \Phi_{k,k-1} \hat{p}_{k-1} \]  
\[ P_k^\dagger = \Phi_{k,k-1} \hat{P}_{k-1} \Phi_{k,k-1}^T + Q_{k-1} \]  

With these predictions and the current measurement \( z_k \) the estimates \( \hat{p}_k \) and \( \hat{P}_k \) in the current image are computed by (\( I \) is the identity matrix)

\[ \hat{p}_k = p_k^\dagger + \hat{K}_k (z_k - H_k p_k^\dagger) \]  
\[ \hat{P}_k = (I - \hat{K}_k H_k) P_k^\dagger \]  
\[ \hat{K}_k = P_k^\dagger H_k^T (H_k P_k^\dagger H_k^T + R_k)^{-1}. \]  

At the beginning, a starting vector \( p_0 \) and a covariance matrix \( P_0 \) are needed.

In our application, we want to estimate the 3D-position and posture of the observed pedestrians. The state vector is \( p_k = (X_k, \dot{X}_k, Y_k, \dot{Y}_k, Z_k, \dot{Z}_k, \text{pose}_k, \text{pose}_k) \) and the time difference between two images is \( \Delta t \). Supposing constant velocities, we have
\[
\Phi_{k-1} = \begin{pmatrix}
1 & \Delta t & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & \Delta t & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & \Delta t \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]  \hspace{1cm} (19)

Errors for the velocities are taken into account by the covariance matrix \(Q_k\). At the beginning, cross-correlations between the single parameters are set to zero:

\[
Q_k = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sigma^2_{QX} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sigma^2_{QY} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \sigma^2_{QZ} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \sigma^2_{\text{pose}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \sigma^2_{\text{pose}} \\
\end{pmatrix}
\]  \hspace{1cm} (20)

In our case, we have measurements for \(X = (X, Y, Z)\) and \(\text{pose}\). The measurement matrix is given by

\[
H_k = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{pmatrix}
\]  \hspace{1cm} (21)

and uncertainties of the measurements are characterized by

\[
R_k = \begin{pmatrix}
\sigma^2_{RX} & 0 & 0 & 0 \\
0 & \sigma^2_{RY} & 0 & 0 \\
0 & 0 & \sigma^2_{RZ} & 0 \\
0 & 0 & 0 & \sigma^2_{\text{pose}} \\
\end{pmatrix}
\]  \hspace{1cm} (22)

6. EXPERIMENTAL RESULTS

We show experimental results for a synthetic as well as for real-world image sequences. In the initialization phase we evaluate the images number 2 to 14 (see Figs. 23, 24, and 25) and determine starting values by linear regression. The 3D-position \(X\) is an estimate for the center of the torso (origin of the overall coordinate system). Since the estimation for \(\text{pose}\), especially in real scenes, often is displaced by half of the walking cycle, for this parameter the estimates are first grouped together. In general the estimates lie approximately on two lines. It is possible that the number of estimates for the actual movement is smaller than for the displaced movement. Therefore, if for one line the number of estimates is higher than half of the number for the other line, we take the line with highest mean value of similarity. We note that, although in our experiments it was possible to automatically estimate the actual initial posture with this procedure, in general this is a very hard problem and should be investigated further.

For incrementally estimating the searched parameters we predict the model for the following image and compare the model contours with the grey-value edges. The search space for the parameters is placed symmetrically around the predicted values. In this phase we do not apply the change detection algorithm. The assumption that the pedestrian moves parallel to the image plane on a plane in the scene simplifies the expressions (19)–(22) for the Kalman filter. The scene coordinate \(Z\) describing the depth of the observed human is supposed to remain constant and we take over the value from the initialization phase. Incrementally we estimate the height of the person above the plane of movement (\(Y\)) assuming that the (normalized) height remains constant, i.e., \(Y = 0\) and therefore \(\sigma^2_{QY} = 0\). In addition, the coordinate \(X\) in the direction of the movement and the posture \(\text{pose}\) are estimated. The initial uncertainties for the velocities of these parameters are derived from the average velocities of pedestrians. Assuming 1s time duration for a walking cycle and the covered distance to be 1.6 m (e.g., Murray et al. [45, 44] and Inman [27]), the average velocities of \(X\) and \(\text{pose}\) at an image rate of 25 images per second are \(\dot{X} = 6.4\text{ cm/image}\) and \(\dot{\text{pose}} = 0.04\text{ image}\). A chosen deviation of 30% then leads to \(\sigma^2_{\dot{X}} = 3.69\text{ cm}/\text{image}^2\) and \(\sigma^2_{\dot{\text{pose}}} = 0.000\text{044/image}^2\).

The other elements for the covariance matrices have been chosen heuristically and in such a way that we obtain reasonable values for automatically controlling the search spaces for the parameters. With the intervals \(2\Delta X = 40\text{ cm}, 2\Delta Y = 20\text{ cm}\), and \(2\Delta\text{pose} = 0.4\text{ we have } \sigma^2_{RX} = 400\text{ cm}^2/\text{image}^2, \sigma^2_{RY} = 100\text{ cm}^2/\text{image}^2\), and \(\sigma^2_{\text{pose}} = 0.04/\text{image}^2\). For the corresponding elements of the initial covariance matrix we chose the same values, such that at the beginning the initial values and the new measurements have the same uncertainties. If we subdivide the search intervals for \(X\) and \(Y\) every 2 cm and the interval for \(\text{pose}\) every 0.02 then the number of space points are given by \(n_X = [\Delta X], n_Y = [\Delta Y]\), and \(n_{\text{pose}} = [100\Delta\text{pose}]\), where \([\ ]\) denotes rounded natural (odd) number.

The application of our approach for a synthetic image
sequence leads to the results for $X$, $Y$, and pose (in dependence of the image number) in Fig. 26. On the left side are the determined parameter values for the best fit and on the right side is the estimation result of the Kalman filter. The pedestrian has been tracked over the whole sequence. For some of the original images we have superimposed the estimated models. The agreement is fairly good (Fig. 27).

For the real scene named f2 we obtain the diagrams in Fig. 28. The pedestrian also has been tracked over the whole sequence, although the image portion covered by the pedestrian is relatively small. Since real images in contrast to synthetic images are disturbed by noise, here the smoothing properties of the Kalman filter can be seen more clearly (see especially the result for $Y$). The estimated models in Fig. 29 agree with the observation. However, in some images the model deviates a bit from the imaged pedestrian.

The results for the real image sequence f3 are similar (Figs. 30 and 31). Since for this sequence the image portion covered by the pedestrian is larger, the deviations between the model and the imaged pedestrian are easier to recognize. In order to analyze more precisely these deviations, the estimated motion curves of the hip- and knee-joint for the right and left sides are depicted in Figs. 32 and 33 (solid lines). For comparison, we also displayed corresponding curves obtained by interactively adjusting the model such that for a human observer the agreement is good (dashed lines). It should be noted that such an adjustment is not very easy since even small changes of the angle at the hip-joint (e.g., $3^\circ$–$5^\circ$) lead to relatively large changes when superimposing the model onto the image. Nevertheless, from the figures we see that the estimated curves generally agree with the interactively obtained curves. However, at the hip-joint, especially for positive angle values, there are larger deviations which
result in the overall difference between the model contours and the image data. For comparison, in Figs. 32 and 33 we also draw those curves which for the corresponding velocity represent the optimal movement with our motion model. These curves also generally agree with the other motion curves.

7. CONCLUSION AND FUTURE WORK

Toward the long-term goal of recognizing and describing human movements in image sequences we introduced an approach for the recognition of pedestrians. For a synthetic as well as for real image sequences we were able to track the imaged pedestrian over the whole sequences. Starting values are determined automatically. Incrementally we estimate the 3D-position and the posture, assuming that the observed person walks parallel to the image plane. By applying a Kalman filter we obtain smooth estimation results.

Whereas for synthetic images (generated with the same model as used for interpretation) the agreement between the estimated models and the image data is fairly good, in real-world images differences can be observed. These differences are due to individual deviations of the analyzed pedestrian from our movement model which represents an average over a relatively large number of persons walking at about the same velocity. An important point is that the motion curves of the body parts in general depend on the speed of movement.

One possibility for improvement is to start the algorithm with the predefined motion curves as in our approach but then to continue the evaluation by adaptively estimating
FIG. 28. Same as Fig. 26 for a real image sequence (f2).
FIG. 29. Estimated models for a real image sequence (f2) (image numbers 20, 40, 60, and 80).
FIG. 30. Same as Fig. 26 for a real image sequence (f3).
FIG. 31. Estimated models for a real image sequence (f3) (image numbers 20, 40, 60, and 80).
FIG. 32. Motion curves (right side) for the real scene $f_3$: top, hip; bottom, knee.

FIG. 33. Motion curves (left side) for the real scene $f_3$: top, hip; bottom, knee.
Further investigations should also analyze movements that are not parallel to the image plane and movements with changing orientations. A possible extension of our approach is the recognition of simultaneously moving (rigid and nonrigid) bodies (single images from simulations are shown in Figs. 5, 34, and 35). When analyzing these scenes the occlusion problem has to be treated explicitly.
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