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Exercise 6.1:

Modify the depth-bound meta-interpreter (below) so that

(a) the bound is on the total length of the proof, where the length is the total number of  

instances of base-level atoms that appear in the proof.

(b) Different base-level atoms can incur different costs on the bound. For example, most 

atoms could have zero cost, and some atoms could incur a positive code.

Depth-bounded meta-interpreter:

bprove(true, D).

bprove((A & B), D) <- bprove(A, D) .

bprove(H, D) <- D ≥ 0 D1 is D-1 (H <= B) bprove(B, D1)

Exercise 6.2:

The program of Figure 6.7 (below) allows duplicate delayed goals. Write a version of dprove that returns minimal sets of delayed goals, in their simplest forms.

Meta-interpreter for delayed goals:

dprove(true, D, D).

dprove((A & B), D1, D3) <- dprove(A, D1, D2)  dprove(B, D2, D3).

dprove(G, D, [G | D]) <- delay(G).

dprove(H, D1, D2) <- (H <= B) dprove(B, D1, D2).
Exercise 6.3:

Explain the difference between using a symbolic debugger for a programming language like C and using the explanation facility of an expert system. Discuss what needs to be known in order to use either debugging tool.

