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Abstract

Edge extraction is one of the key issues in image analysis and computer vision. In particular, multiscale approaches to edge extraction have proven to reveal important information about edges in an image. In this report, we first review up to recently published multiscale edge extraction approaches as well as nonlinear diffusion and wavelet approaches. As a result from our in-depth literature study on edge extraction, we identify as major open problems in higher dimensional edge extraction i) the development of appropriate higher dimensional edge models, ii) the effect of curvature as related to scale, and iii) optimal scale selection. We then propose a theoretical framework for optimal scale selection in higher dimensional edge extraction based on higher dimensional edge models.
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1 Introduction

Edge extraction is one of the key issues in image analysis and computer vision. The goal of edge extraction is to obtain a complete and meaningful description from an image by characterizing intensity changes which take place at various spatial scales depending on their physical origin. A great effort has been devoted to edge extraction, and various approaches have been reported in the extensive literature over a few decades.

In multiscale edge extraction approaches based on the linear scale-space theory, the behavior of edges across scales is analyzed, which can reveal precious information about the nature of the underlying physical process that gives rise to edges, or, synonymously, intensity variations in the image ([2], [3], [7], [11], [12], [14], [16], [17], [21], [27]). Though smoothing greatly reduces the effect of random noise, it can also smooth across edges, which may be unwanted for the purpose of extracting edges. Hence, nonlinear multiscale approaches have been developed in order to preserve (or even enhance) edges ([8], [31], [39]). Besides, the wavelet representation as another type of multiscale representation is worth noting ([23], [26]), since the linear scale-space representation can be considered as a special case of the continuous wavelet representation. These three approaches, i.e. linear, nonlinear, and wavelet approaches deal with the matter of extracting edges based on a multiscale analysis. Therefore, it is worthwhile to take a glance at these approaches in order to get an idea of the main characteristics of each approach with respect to improving key problems of edge extraction in various ways.

As a result from our in-depth literature study on edge extraction, we can identify as major open problems in higher dimensional edge extraction i) the development of appropriate higher dimensional edge models, ii) the effect of curvature as related to scale, and iii) optimal scale selection.

This report is organized as follows: We first survey in Section 2 up to recently published multiscale edge extraction approaches. Moreover, in Section 3 we give a review of both the nonlinear diffusion approach and the wavelet approach. Then in Section 4, we establish higher dimensional edge models for higher dimensional multiscale edge extraction, and based on them we propose a theoretical framework for optimal scale selection in higher dimensional edge extraction in Section 5. Finally, we summarize and present our future work in Section 6.
2 Linear Multiscale Approaches to Edge Extraction

The fundamentals of edge extraction as well as seminal approaches to edge extraction were surveyed in [18]. Moreover, we reviewed in [18] the principles of the linear scale-space theory as well as key multiscale approaches to edge extraction. In this section, we chronologically look over recently published important multiscale edge extraction approaches (particularly as related to optimal scale selection) in order to gain an overview of the development of multiscale edge extraction. Note that for the sake of brevity, details will be omitted but main ideas of each work are highlighted and shortcomings are analyzed.

Jeong and Kim [16] suggested a regularization method for edge extraction, where they estimated a unique scale adaptively for each point in the image. Assuming $\sigma(x, y)$ to be the scale parameter of the Gaussian, the authors introduced an energy function $E(\sigma)$ defined as a functional developed over continuous scale-space, and considered the process of selecting a set of optimal scales for edge extraction as the minimization of the energy function. Consequently, the edge extraction problem reduces to finding $\sigma(x, y)$ such that $E(\sigma)$ is minimized. Jeong and Kim used a parallel relaxation algorithm in order to solve the resulting nonconvex optimization problem. In their approach, however, the result suffered from the complications associated with the objective function and the selected scales were sensitive to the initial guess.

Gökmen and Jain [14] introduced an image and surface representation which samples an image in both the scale space and the continuity space for the purpose of decomposing the image/surface into a larger number of descriptions. Based on this representation, they developed “a generalized edge detector” by specifying the values of two parameters, one of which controls the shape of the filter ($\tau$) whereas the other controls the scale of the filter ($\lambda$). As a result of their approach, an edge representation is generated in the scale-continuity ($\lambda \tau$) space. In their work, however, the determination of the optimal values of parameters $\lambda$ and $\tau$ for a given image and for specific tasks remained unsolved.

Lindeberg [20], [21] proposed an automatic method for selecting locally appropriate scales for edge extraction based on the normalized derivative operator; maxima in the convolution of the signal with the Gaussian over scales of normalized derivatives reflect the scales over which spatial variations take place in the signal. The normalized derivative operator was introduced in order i) to compensate for the generally observed decrease in amplitude of image intensity caused by linear scale-space smoothing, and ii) to ensure that image structures are processed by the vision system in such a way that the processing results are not critically
dependent upon how large the image structures actually are. Since the scale of a structure selected by this approach is often too small to provide reliable estimates of the derivatives, Lindeberg suggested a more global post-extraction stage, where a measure of edge significance is defined and integrated along connected chains of pixels in order to distinguish real edges from artifacts. Only edge chains with a significant measure above a given threshold are then considered as important edges. However, the determination of this threshold is unspecific, and this post-extraction process is relatively tentative and heuristic.

Elder [11] and Elder and Zucker [12] presented a method of local scale adaptation based on the statistical reliability for detecting and localizing local edges in images regardless of their physical origin (e.g., occlusion, shadows, or textures). The authors did not restrict the goal of the local computation to the extraction of a specific type of edge (e.g., occlusion edges) only, because different types of edges are locally indistinguishable by local computation. Thus the goal of the local computation was set to detect, localize, and characterize all edges over broad scales, regardless of the underlying structures from which they project. They showed that knowledge of sensor properties (i.e., the second moment of the sensor noise) and operator norms can be exploited to define a unique, locally computable “minimum reliable scale” for local estimation at each point in the image, which led to a method for estimating the local blur of image contours. However, two main problems in their approach can be identified. First, the authors used the second-order derivative for avoiding the main defect of the gradient operator (e.g., multiple separable responses to a single edge). As a matter of fact, however, it is not guaranteed in practice that zero-crossings of the second-order derivative are well localized, and for the worse the higher-order derivatives (e.g., the second- and third-order derivative) are generally more sensitive to noise and computationally more expensive than the gradient operator. Second, the accuracy of their approach is dependent on two parameters, i.e., one is the standard deviation value of the sensor noise and the other is the value of the overall significance level for a reliability criterion. However, it is hard to measure correctly the sensor noise in real images, and the overall significance level parameter is assumed by the authors without any plausible grounding.
3 Other Multiscale Approaches to Edge Extraction

In this section, we review other approaches, i.e., nonlinear diffusion approaches and wavelet approaches, related to multiscale edge extraction.

3.1 Nonlinear Diffusion Approach

Linear scale-space approaches are based on blurring with the Gaussian kernel, and the related theory provides a well-founded formalism for early visual computation and applications (e.g., for feature extraction). However, there exist some limitations in using an rotationally symmetric Gaussian kernel for a vision system; for example, smoothing across object boundaries may result in an undesirable effect on the shape of the edge profile and on the accuracy in localization of edges in edge extraction. The main idea of nonlinear diffusion approaches to edge extraction is to preserve and even enhance edges while smoothing out spurious detail off edges. In Weickert [37], one can find a nice tutorial-like introduction to nonlinear diffusion. To make this chapter self-contained, we briefly recapitulate the main developments and applications of nonlinear diffusion approaches.

Perona and Malik [31] first proposed a nonlinear edge-preserving diffusion method. Perona and Malik (the PM approach) considered an anisotropic diffusion equation by varying the conductance parameter over space and time

\[ \frac{\partial L}{\partial t} = \text{div} \left( c(x, y, t) \nabla L \right) = c(x, y, t) \nabla^2 L + \nabla c \cdot \nabla L, \]

where \( L(x, y, t) \) is obtained by convolving the original image with a Gaussian kernel, and \( c(x, y, t) \) corresponds to the diffusion coefficient function. It is noticeable that if \( c(x, y, t) \) remains constant the equation above reduces to the isotropic heat equation, since \( \nabla c(\cdot) = 0 \).

The diffusion coefficient function in the PM approach is chosen locally as a function \( g \) of the magnitude of the gradient, i.e.,

\[ g(x, y, t) = g \left( ||\nabla L|| \right). \]

The conductance \( g(\cdot) \) is a positive, decreasing, and nonlinear function, and plays a role in limiting blurring near edges (i.e., preserving as well as sharpening edges). The authors suggested two kinds of the conductance \( g(||\nabla L||) \):

\[ g(||\nabla L||) = e^{-\left( \frac{||\nabla L||}{\lambda} \right)^2} \]
and

\[ g(||\nabla L||) = \frac{1}{1 + \left( \frac{||\nabla L||}{\lambda} \right)^2} \quad (\lambda > 0), \]

where the constant \( \lambda \) is fixed for controlling the effect of a given gradient value. The first conductance function emphasizes high contrast edges over low contrast ones, while the second gives a privilege to wide regions over smaller ones. The experimental results of the PM approach showed that edges remained stable over a very long diffusion time. However, the PM approach has a few problems (see for detail e.g. [8], [37], or [38]). First, in case of strongly noisy images, the gradient tends to oscillate (it is well known that the derivative operators are not robust against noise), and these oscillations are kept throughout the nonlinear diffusion process. Therefore, they proposed to perform a low-pass filtering prior to the diffusion process in order to reduce these oscillations, which in turn caused a loss of accuracy in edge localization. Second, the PM approach explicitly intended the forward-backward diffusion for the desirable result of blurring small fluctuations and sharpening edges. However, it is well-known that backward diffusion is an ill-posed process, where the solution, if any, is highly sensitive even to the slightest perturbations of the initial data.

Catté et al. [8] proposed to replace \( g(||\nabla L||) \) of Eq. 3.1 by \( g(||\nabla L_{\sigma}||) \) given by

\[ \frac{\partial L}{\partial t} = \text{div} \ (g(||\nabla L_{\sigma}||)\nabla L), \]

where \( L_{\sigma} = G_{\sigma} * L \) and \( G_{\sigma} \) denotes the linear Gaussian blurring at each step of the non-uniform diffusion process for the purpose of a reliable gradient estimate at each time step \( t \). In the approach by Catté et al., smoothing the image before the diffusion process is not necessary, and the Gaussian kernel guarantees that the edge-controlled diffusion is a monotonically decreasing process. On the other hand, Whitaker and Pizer [40] suggested a multiscale diffusion technique which makes the scale parameter \( \sigma \) for the gradient measurement time-dependent, i.e.,

\[ \frac{\partial L}{\partial t} = \text{div} \ (g(||\nabla L_{\sigma(t)}||)\nabla L). \]

From a practical point of view, the approaches by Catté et al. and by Whitaker and Pizer offer the advantage of making the filter rather insensitive to noise. This aspect eliminates the drawback of the PM approach which misinterprets strong oscillations due to noise as edges that should be preserved or even enhanced.
Weickert [39] introduced an image restoration technique based on a multiscale method in which a nonlinear diffusion filter is steered by the so-called interest operator (e.g., second-order moment matrix, structure tensor) for enhancing line-like structures. In relation to coherence-enhancing anisotropic diffusion filtering, a new algorithm which uses the first-order derivative filters optimized with respect to the best gradient direction estimation was introduced in [32].

In general, the nonlinear diffusion approach takes higher order differential invariant properties of images into account, leading to the preservation and even enhancement of edges. However, the differential approaches are often only well defined in two dimensions and are of considerably higher computational cost.

3.2 Wavelet Approach

Wavelets are a mathematical tool for hierarchically decomposing functions, and they have shown great potential and applicability in many fields. Wavelets are functions that satisfy certain requirements ([36]): They should integrate to zero, which implies that the function has to be well localized, and also both the direct and inverse wavelet transform should exist. As a mathematical expression, a wavelet is a function $\psi(x) \in L^2$ such that

$$\int_{-\infty}^{+\infty} \psi(x) = 0.$$ 

The dilation of $\psi(x)$ by a factor $s$, which controls the wavelet scale, is given by

$$\psi_s(x) = \frac{1}{s} \psi\left(\frac{x}{s}\right).$$

The wavelet transformation with scale $s$ of a function $f(x)$ at position $x$ is given by

$$W_s f(x) = f \ast \psi_s(x).$$

As can be seen, the wavelet transform is a linear operation convolving the signal with a dilated filter. Such a decomposition has been extensively studied in signal processing and computer vision (see for detail e.g. [24], [34], or [36]).

It is noticeable that, in general, wavelet analysis differs from Fourier analysis in the fact that Fourier basis functions are localized in the frequency domain but not in the spatial domain, and vice versa (for example, even small changes in the Fourier domain will produce changes everywhere in the spatial domain after having applied the inverse Fourier transform), whereas wavelets are local both in the frequency/scale (via dilation) domain and in the spatial
(via translation) domain. On account of this localization property, it is possible to analyze data at different scales or resolutions much better than by the Fourier transform. We skip here the mathematical fundamentals of the wavelet theory, since one can find a detailed introduction in [24].

In the context of computer vision, wavelets have been used with enormous success in data compression and image noise suppression. The simplest wavelet basis is the Haar wavelet, where the basis function is the characteristic function of the interval [0,1) (see for details e.g., [36]). An obvious disadvantage of the Haar wavelet is that the Haar wavelet transform is not continuous, and therefore the choice of the Haar basis for representing fine-scaled images is not appropriate. As a more general framework, Mallat’s multiresolution analysis (MRA) [22] can be cited. The MRA is a tool for a constructive description of different wavelet bases, where the basis function is chosen in order to satisfy some continuity, smoothness, and tail requirements. Additionally, the family of the basis functions forms an orthonormal basis for the reference space. It was shown in [22] that the difference of information between the approximation of a signal at scales $2^{j+1}$ and $2^j$ can be extracted by decomposing the signal on a wavelet orthonormal basis of $L^2(\mathbb{R}^n)$. In $L^2(\mathbb{R})$, a wavelet orthonormal basis is a family of functions $\left(\sqrt{2^j}\psi(2^j x - n)\right)_{(j,n)\in\mathbb{Z}^2}$ that is built by dilating and translating a unique function $\psi$. This decomposition defines an orthonormal multiresolution representation, which is called a “wavelet representation”. A wavelet representation of a function consists of a coarse overall approximation together with detail-related coefficients that influence the function at various scales, and it can be applied, for example, to data compression in image coding.

Mallat proposed to apply a wavelet transform to edge extraction. He used the Laplacian of the Gaussian as a wavelet for the wavelet transform. The edge positions were assumed to be zero-crossings of a wavelet transform, and it was shown that 1-D signals can be well reconstructed from a stabilized zero-crossing representation. The completeness and stability of the zero-crossing representation was shown by the result that the reconstruction was independent of the choice of the initial point. However, this result was only indicated by numerical experiments, not by a mathematical proof. Also, the experiment was restricted only to 1-D cases.

As an extension, Mallat and Hwang [25] showed that the local maxima of the wavelet transform modulus detect the locations of irregular structures and can be used for numerical
procedures with their Lipschitz exponents\textsuperscript{1} by which singularities are generally characterized in mathematics. Additionally, it was shown numerically that 1-D and 2-D signals can be reconstructed with a good approximation from the local maxima of their transform modulus. On the basis of the proof that Lipschitz exponents could be computed from the evolution across scales of the wavelet transform modulus maxima as shown in [25], Mallat and Zhong [26] investigated the properties of multiscale edges through the wavelet theory. Based on the assumption that a multiscale Canny edge extraction is equivalent to finding the local maxima of a wavelet transform, they defined edges as the points for which the modulus of the gradient vector is maximal in the direction towards which the gradient vector points in an image, and therefore they used the first-order derivatives of the 2-D Gaussian as wavelets for a 2-D wavelet transform. Also, they described an algorithm for reconstructing a close approximation of 1-D and 2-D signals from their multiscale edges.

On the basis of the wavelet theory proposed in [22], [25], and [26], Schröder and Wörz [33] had investigated to which degree the continuous theory, e.g. edge classification based on Lipschitz exponents, can be related to the practical case of digital images. Their experimental results showed that as yet the multiscale approach to edge extraction based on the wavelet theory is not satisfactory in practice, and thus differs from the verification result derived by Mallat and Zhong [26]. As a consequence, future work has to be devised on the key issue of how to discretize correctly the continuous theory with respect to edge classification based on the wavelet transformation.

\textsuperscript{1}For example, the larger the uniform Lipschitz exponent $\alpha_0$ is, the “more regular” the corresponding singularity at the given point $x_0$ will be. If $f(x)$ is discontinuous but bounded in the neighborhood of $x_0$, its uniform Lipschitz exponent in the neighborhood of $x_0$ is 0.
4 Higher Dimensional Edge Extraction

Up to here, we went through the key literature on multiscale edge extraction approaches. In this section, after giving a synopsis of several prevailing trends with respect to multiscale edge extraction and marking the subjects that have to be considered critically, we establish higher dimensional edge models for higher dimensional multiscale edge extraction.

4.1 The Issues

Edges in the image are locations where the intensity significantly changes from one level to a different one, i.e., transitions from a bright region to a dark region, or vice versa. There roughly exist two ways in defining edges: One is to define edges as zero-crossings of the Laplacian ([4, [23, [27, [29]), while the other is to define edges as local maxima of the gradient magnitude ([2, [7, [17, [31]). A simple example of edge detection by derivative operators is illustrated after [15] in Fig. 1; (a) an image with a light stripe on a dark background, (b) the intensity profile of a horizontal line, (c) the result of the first-order (e.g. the gradient) derivative of the intensity profile, and (d) the result of the second-order (e.g. the Laplacian) derivative of the intensity profile. Mathematically, positions of the maxima of the gradient magnitude correspond to zero-crossings of the Laplacian. One can see from Fig. 1 that a zero-crossing (Fig. 1-(d)) corresponds to the location of each edge. However, the local maxima approach has some important advantages in contrast to the zero-crossing approach. The problem of zero-crossing edge detection algorithms was closely analyzed in Clark [9]. In edge detection, a zero-crossing of the Laplacian can either be a maximum or a minimum of the gradient magnitude. In Fig. 1-(d), zero-crossings also appear between the edges, where no intensity variation occurs. In other words, the maxima of the gradient magnitude correspond to points of sharp variation, whereas the minima correspond to the points of the least sharp variation. It is difficult to distinguish two types of zero-crossing only with the second-order derivative operator, and thus the third-order derivative operator is needed to check the sign of the second-order derivative. However, the third-order derivatives are generally computationally more expensive and more sensitive to noise. Moreover, zero-crossings alone give only position information which does not contain any information of edge strength. This means that, with zero-crossing information only, a small amplitude fluctuation cannot be discriminated from a visually salient discontinuity. From a practical point of view, therefore, the local maxima approach using the gradient operator (the so-called non-maximum suppression
proposed first by Canny [7]) has been gaining ground for edge extraction. In the case of non-maximum suppression, a maximum of the gradient magnitude in the gradient direction is defined as an edge point.

Canny’s edge detector [7] which employed non-maximum suppression based on the step edge model is prevailing in edge detection. However, its main underlying problem is that Canny’s approach did not show clearly how to combine edges from different scales. In the context of scale selection in edge extraction, the edge focusing method (i.e., the so-called coarse-to-fine tracking proposed by Bergholm [3]) has been often referred to. Aside from the computational complexity of this approach, there exist some critical problems in applying it to edge extraction. First, it is difficult to select the coarse scale at which good extraction performance can be expected (it is noticeable that as a consequence the approach in [2] favored a fine-to-coarse procedure based on first-order derivatives of the Gaussian). Second, there is no guarantee for the assumption that optimal localization can be attained at the finest scale (if noise in an image is high, localization accuracy becomes very poor at finer scales). Furthermore, care must be taken in the choice of the step size of the scale parameter,
as edge elements should not move more than one spatial pixel per focusing step in order to allow for a stable edge following algorithm.

Let alone the typical critical issues of edge extraction described above, it is now necessary to consider the matter of how to approach higher dimensional edge extraction. Compared to 1-D edge extraction using e.g. the 1-D sigmoid edge model as a favored model, higher dimensional edge extraction is not as simple as the 1-D case, since the additional edge properties, e.g. orientation and curvature for a given edge point on higher dimensional edge contour, have to be taken into account. Most approaches to higher dimensional edge extraction have used the 1-D step or, respectively, the sigmoid edge model. However, since the 1-D sigmoid edge model represents only ideally smooth intensity changes (or discontinuities), higher dimensional edge properties cannot be expressed sufficiently by it. As an exception, the extraction of higher dimensional straight edges (i.e., non-curved edges) can be reduced to the 1-D case using the direction of the gradient, meaning that the 1-D sigmoid edge model can be aligned to the direction of the gradient of higher dimensional straight edges. From a practical point of view, on the other hand, it is not difficult to envisage some problems or limits of applying the 1-D sigmoid edge model to extracting curved edges which usually appear in images. With the 1-D sigmoid edge model, it is impossible to reveal the aspect of scale as related to edge curvature. A typical example of high curvature contours is a corner, and arbitrarily smoothing its curve results in destroying its properties. Or, a sharp corner smoothed with large scale may result in a non-corner.

Besides, most approaches to multiscale higher dimensional edge extraction are inclined to extend the 2-D case to the 3-D case, the latter of which contains the same problem with respect to scale as related to curvature as mentioned above. It is noticeable that Breil and Sonka [6] recently proposed a directional 3-D edge detector designed for anisotropic image data, where their edge detector was based on interpolating the image intensity function in a small neighborhood of every voxel by a tri-cubic polynomial. However, their approach did not deal with scale as related to edge curvature.

As a consequence, it is necessary to establish higher dimensional edge models in order to reveal the aspect of scale as related to edge curvature in higher dimensional edge extraction.
4.2 Higher Dimensional Edge Model

In order to establish higher dimensional edge models for the purpose of analyzing the effect of curvature related to scale for a given higher dimensional edge, we classify higher dimensional edges according to their curvature into three types, i.e. straight edges, circular edges, and corners, while assuming either step- or sigmoid-like profile. In more concrete terms as related to higher dimensional edge classification, for a given radius $R$ of a circular edge its corresponding curvature $K$ is given by the reciprocal of the radius (i.e., $K = 1/|R|$), and the curvature stays constant along circular edges. If the curvature does not stay constant (i.e. either ascending or descending along a given edge curve), an edge on the edge curve of descending curvature is assumed to form a straight edge\textsuperscript{2}, and contrarily, an edge on the edge curve of ascending curvature is assumed to represent a corner (or corner-like structure). Fig. 2 depicts the classification.

As a matter of fact, one can differently classify higher dimensional edges according to other alternative criteria. Our classification for establishing higher dimensional edge models

\textsuperscript{2}Strictly speaking, the curvature of straight edges must be zero. However, we here consider as “straight-like edges” also, and for simple terminology, we use here straight edges.
is the first attempt for approaching higher dimensional edge extraction theoretically in order to analyze the effects of curvature as related to scale in multiscale edge extraction. Although our higher dimensional edge models based on this classification may not be sufficiently general to represent all edge types in real images, it is realistic and reliable to use them as a first step in order to analyze the effect of curvature as related to scale in higher dimensional edge extraction theoretically.

As a consequence, and as a first step towards higher dimensional multiscale edge extraction, we consider two classes of higher dimensional edges (i.e., straight and circular edges) for which we will derive higher dimensional edge models in the remainder of this section.

4.2.1 Straight Edge Model

A 2-D straight edge can be described by $I_s$ given by the spatially separable function

$$I_s(x, y) = (ay + b)\mathcal{H}(x),$$

where $a$ and $b$ are constants and $\mathcal{H}(x)$ is the Heaviside function. $I_s(x, y)$ represents an ideal straight step edge at $x = 0$ with a linear intensity variation along the $y$ axis. As a special case of our straight edge model, when $a = 0$ (i.e., non-variation of intensity along the straight edge line), it is equal to the typical 1-D ideal step edge model which most existing approaches employed.

A sigmoid straight edge with edge width $t_E$, denoted as $E_s(x, y; t_E)$, is represented by the
convolution of $I_s(x, y)$ with the Gaussian with variance $t_E$

$$E_s(x, y; t_E) = I_s(x, y) * G(x, y; t_E)$$

$$= (ax + b)\Phi(x; t_E),$$

where $G(x; y; t_E)$ is the normalized 2-D Gaussian and $\Phi(x; t_E)$ is the integral function of the Gaussian (i.e. the normalized integral error curve) (see Appendix 1 for the detailed derivation). For sigmoid edge models, we employ $\Phi(x; t_E)$ since it has some advantages for representing an intensity discontinuity: First, it is possible to model sigmoid edges with arbitrary edge width $t_E$. Also, $\Phi(x; t_E)$ is smooth, and thus it is differentiable along its curve. Furthermore, with $\Phi(x; t_E)$ one can theoretically approach the problem of optimal scale selection for the underlying edge (see also [2], [3], [4], [7], [12], [17]).

It is noticeable that the linear intensity variation of $I_s(x, y)$ is not affected by smoothing with the Gaussian as can be seen from $E_s(x, y; t_E)$ in Eq. 4.2. The step and the sigmoid straight edge models for the case of $a = 1$ and $b = 10$ are shown in Fig. 3.

### 4.2.2 Circular Edge Model

A unit circular edge with radius $R$ is represented by $I_c$

$$I_c(x, y) = \mathcal{H}(R^2 - x^2 - y^2).$$

The circular edge model described by the Heaviside function has been used for modeling curved edges with constant curvature e.g. in [4], [10], [28], [29], and [35].

The sigmoid unit circular edge with edge width $t_E$, denoted as $E_c(x, y; t_E)$, is represented by the convolution of $I_c(x, y)$ with the Gaussian with variance $t_E$ (see Appendix 2 for the detailed derivation) given by

$$E_c(x, y; t_E) = I_c(x, y) * G(x, y; t_E)$$

$$= R \int_{-1}^1 G(x - R \cdot \gamma; t_E) \left[ \Phi \left( y + R \sqrt{1 - \gamma^2}; t_E \right) - \Phi \left( y - R \sqrt{1 - \gamma^2}; t_E \right) \right] d\gamma.$$

With the help of Mathematica, the step and the sigmoid circular edge models (when $R = 3$) can be computed and displayed, as shown in Fig. 4.

It is remarkable that the analytical solution of $\int G \cdot \Phi$ is unknown ([10]). This means that we can hardly find the analytical solution of $E_c(x, y; t_E)$ in Eq. 4.3. Fortunately, without loss of generality, one can transform $E_c(x, y; t_E)$ represented in Cartesian coordinates into
$E_c(r, t_E)$ in polar coordinates, where $r^2 = x^2 + y^2$ (see e.g. [28]). The details with respect to the sigmoid circular edge model in polar coordinates are described in Section 5.2.2.
5 Optimal Scale Selection

We are interested in the principal way of how to select an optimal scale for higher dimensional edge extraction. Using the scale-space representation of the higher dimensional edge models established in the previous section, we intend to analyze the behavior of higher dimensional edges over scales for the purpose of selecting their optimal scale values.

Optimal scale selection in our approach will be carried out on the basis of the so-called fine-to-coarse multiscale analysis. We are convinced that the fine-to-coarse multiscale analysis is more suitable for edge extraction than the coarse-to-fine approach (its problems were briefly stated in Section 4.1).

In this section, we briefly review the scale invariance theory in order to understand the role of scale with respect to the linear scale-space theory, and we look over the normalized derivative operator for scale selection. After that, we describe the theoretical framework for optimal scale selection based on higher dimensional edge models.

5.1 Related Theory

5.1.1 Scale Invariance

As an introduction to the scale invariance theory (e.g. [13], [20], or [30]), we here mostly refer to Pauwels et al. [30] in order to figure out the principle of scale invariance (note that we will not recapitulate their close derivations and proofs).

Scale invariance implies the absence of a preferred scale in a vision system ([13], [30]). That is: When there is no a priori information as to what structure in an image we are looking for, there should be no preferred scale with respect to computational processes. In terms of dimensional analysis, a function relating physical observables must be independent of the choice of dimensional units; they do not change under the given scalings, and hence they are called dimensionless ([13]). In concrete terms with respect to scale-space filters, there should exist a fixed kernel function (or, synonymously, “parent-kernel”) \( \phi \) such that at different levels of the scale parameter \( t \) kernel \( k_t \) is a simple rescaling of this parent-kernel by means of a rescaling-function \( \Psi : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \),

\[
k_t(x) = k(x,t) = \frac{1}{\Psi(t)} \phi \left( \frac{x}{\Psi(t)} \right),
\]

where \( t \) is the scale parameter and \( k_t \) is a scale-space kernel([30]). Note the striking similarity to wavelets (see [24], [36])
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It was proven in [30] that the corresponding rescaling-function for 1-D signals (i.e., $x \in \mathbb{R}$) is given by

$$\Psi(t) = t^{\frac{1}{\alpha}},$$

where $\alpha > 0$. The parent-kernel of the Gaussian kernel is then obtained by taking $\alpha = 2$:

$$\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}},$$

where $\Psi(t) = \sqrt{t}$.

Also in [30], the rescaling-function for 2-D signals (i.e., $\vec{x} \in \mathbb{R}^2$) was derived. Similarly to the 1-D case, the rescaling condition that each filter is the scaled version of some “unscaled” (rotationally invariant) parent-filter $\phi$ yields,

$$k_t(\vec{x}) = \frac{1}{\Psi^2(t)} \phi \left( \frac{\vec{x}}{\Psi(t)} \right),$$

where the corresponding rescaling function is given by $\Psi(t) = t^{\frac{1}{\alpha}}$ ($\alpha > 0$). Once again choosing $\alpha = 2$ yields the Gaussian kernel.

Although in [30] the result was not further extended to the N-D cases, we may easily generalize their 2-D result as follows: For N-D signals (i.e., $\vec{x} \in \mathbb{R}^N$), it must hold that

$$k_t(\vec{x}) = \frac{1}{\Psi^N(t)} \phi \left( \frac{\vec{x}}{\Psi(t)} \right),$$

where the corresponding rescaling function is given by $\Psi(t) = t^{\frac{1}{\alpha}}$ ($\alpha > 0$). Furthermore, the N-D Gaussian kernel is obtained when $\alpha = 2$.

### 5.1.2 The Normalized Derivative Operator

Lindeberg [20] [21] presented a scale selection method by considering the behavior of the scale under rescaling of the image pattern. Lindeberg considered, as a simple example, a 1-D sinusoidal input signal and introduced a $\gamma$-normalized derivative operator defined by

$$\partial_{\xi,\gamma-\text{nom}} = t^{\frac{1}{2}} \partial_x,$$

which corresponds to the change of variables

$$\xi = \frac{x}{t^{\frac{1}{2}}},$$
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where $t$ is the scale parameter. In case that $\gamma = 1$, $\xi$-coordinates and their associated normalized derivative operator are dimensionless (see for this terminology the previous section), and the perfect scale invariance is guaranteed. Even when $\gamma \neq 1$, it was proven that sufficient scale invariance can be achieved. Also, it was shown in [20] for a sinusoidal signal that the scale at which a normalized derivative gains its maximum over scales is proportional to the wavelength of the signal. Consequently, Lindeberg pointed out that maxima over scales of normalized derivatives reflect the scale over which spatial variations take place in the signal.

It is remarkable that already in 1988 Korn [17] suggested to introduce a normalizing factor for the gradient of the Gaussian in multiscale edge extraction. Korn's normalizing factor for the gradient of the Gaussian was given by $\sqrt{2\pi}\sigma$ ($\sigma^2 = t$), which is equivalent to the normalized derivative operator by Lindeberg when $\gamma = 1$, leaving aside the coefficient $\sqrt{2\pi}$. However, the operator response using the normalizing factor $\sqrt{2\pi}\sigma$ of the gradient of the Gaussian is monotonically increasing along the scale axis; i.e., no explicit maximum that can be selected as the optimal scale value exists somewhere along the scale axis. In [17], therefore, Korn used a heuristics for optimal scale selection. Successively, the approach in [2] drew upon Korn’s normalizing factor, and came up with an indirect scale selection scheme (though not via a maximum) through relating the derivation to an underlying sigmoid edge model (which Korn did not).

### 5.2 Scale Selection in Higher Dimensional Edge Extraction

Let us look into the details of scale selection in higher dimensional edge extraction using our higher dimensional edge models introduced in Section 4.2.

#### 5.2.1 The Straight Edge Case

The scale-space representation of a straight edge $E_s(x, y; t_E)$ in Eq. 4.2 is given by the convolution with the Gaussian kernel

$$L_{Es}(x, y; t) = E_s(x, y; t_E) * G(x, y; t)$$

$$= E_s(x, y; t_E + t)$$

$$= (ay + b)\Phi(x; t_E + t),$$
where $t$ is the scale parameter. The gradient of $L_{E_s}(x,y;t)$ is given by

$$\nabla L_{E_s}(x,y;t) = \left( \frac{\partial L_{E_s}}{\partial x} \frac{\partial L_{E_s}}{\partial y} \right)^T = ((a y + b) G(x; t_E + t) \quad a \Phi(x; t_E + t))^T.$$

By the definition that the position of an edge corresponds to that of the maximum of the gradient magnitude, the magnitude of the gradient of an edge (e.g., at $(0, k), k \in \mathbb{R}$) is derived as

$$||\nabla L_{E_s}(0,k;t)|| = \sqrt{((ak + b) G(0; t_E + t))^2 + (a \Phi(0; t_E + t))^2}$$

$$= \sqrt{\frac{(ak + b)^2}{2\pi(t_E + t)} + \frac{a^2}{4}},$$

(5.4)

which corresponds to the response of the multiscale straight edge operator.

Apart from the constants (i.e., $a$, $b$, and $k$), the response function $||\nabla L_{E_s}(0,k;t)||$ in Eq. 5.4 is dependent on the term $1/\sqrt{2\pi(t_E + t)}$ which we denote as $M(t)$

$$M(t) = \frac{1}{\sqrt{2\pi(t_E + t)}}.$$

$M(t)$ is monotonously decreasing with respect to the scale parameter $t$, which means that the edge response $||\nabla L_{E_s}||$ is getting weaker as the scale parameter increases, and hence it does not give any maximum along the $t$-axis.

Let us consider another response function, denoted as $K(t)$, using Korn’s normalized derivative operator $k(\sigma) = \sqrt{2\pi \sigma}$ according to Korn’s notation or, respectively, adapted to our notation $k(t) = \sqrt{2\pi t})$. $K(t)$ is given by multiplying $k(t)$ with $M(t)$, i.e.,

$$K(t) = k(t) \cdot M(t) = \frac{\sqrt{t}}{\sqrt{(t_E + t)}}.$$

Contrarily to $M(t)$, $K(t)$ is monotonously increasing along the scale axis, which implies that the edge operator response is getting stronger as the scale parameter increases. Fig. 5 depicts $M(t)$ and $K(t)$ in case of $t_E = 2$. Since both $M(t)$ and $K(t)$ do not give any maximum value along the scale, it can be said that they are not suitable to be used as multiscale edge response functions for directly selecting optimal scale values.

On the other hand, let $S(t)$ be the response function of $M(t)$ multiplied with a coefficient function $\eta(t) = t^\alpha$ giving the maximum at $t = t_E$. We set the limit of $\alpha$ as $0 < \alpha < \frac{1}{2}$; when $\alpha = 0$, $S(t)$ is equal to $M(t)$, and when $\alpha = \frac{1}{2}$, $S(t)$ is almost equivalent with $K(t)$. $S(t)$ can
be written as

$$S(t) = \eta(t) \cdot M(t) = \frac{t^\alpha}{\sqrt{2\pi(t_E + t)}} \quad \left( 0 < \alpha < \frac{1}{2} \right),$$

where the value of $\alpha$ ($0 < \alpha < \frac{1}{2}$) with which $S(t)$ gives a maximum at $t = t_E$ must be found. If $S(t)$ has a maximum at $t = t_E$, then the derivative of $S(t)$ with respect to $t$ must be zero at $t = t_E$. That is,

$$\frac{dS(t)}{dt} = \frac{t^\alpha}{\sqrt{2\pi(t_E + t)}} - \frac{t^\alpha}{\sqrt{2\pi(t_E + t)}} \left( \frac{\alpha}{t} - \frac{1}{2(t_E + t)} \right).$$

dS(t)/dt has to be 0 at $t = t_E$ ($t_E \neq 0$)

$$\left[ \frac{\alpha}{t} - \frac{1}{2(t_E + t)} \right]_{t=t_E} = 0,$$

which leads to

$$\frac{\alpha}{t_E} = \frac{1}{4t_E} \quad \Rightarrow \quad \alpha = \frac{1}{4}.$$

Substituting $\frac{1}{4}$ for $\alpha$, $S(t)$ is finally given by

$$S(t) = \frac{t^{\frac{1}{4}}}{\sqrt{2\pi(t_E + t)}}.$$

Fig. 6 shows $S(t)$; (a) in case $t_E = 2$, the maximum position of $S(t)$ corresponds to $t = 2$, (b) $S(t)$ gives maxima at $t = t_E$ as $t_E$ varies.

In short, the theoretical result derived above implies that an optimal scale value in straight edge extraction based on the fine-to-coarse multiscale tracking can be directly selected by multiplying the response function $\|\nabla L_{E_k}(0, k; t)\|$ in Eq. 5.4 with $t^\frac{1}{4}$. 
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5.2.2 The Circular Edge Case

The scale-space representation of a circular edge described in Eq. 4.3, $L_E(x, y; t)$, is given by the convolution with the Gaussian kernel. For simplicity of the following derivation, $L_E(x, y; t)$ in Cartesian coordinates can be transformed into $L_E(r; t)$ in polar coordinates ($r^2 = x^2 + y^2$):

$$L_E(r; t) = H(R - r) * G(r; t_E + t),$$

where $t_E$ and $t$ respectively correspond to the edge width of a circular edge and the scale parameter, and

$$G(r; t_E + t) = \frac{1}{2\pi(t_E + t)} e^{-\frac{r^2}{4(t_E + t)}}.$$

Considering the polar coordinates ($r, \theta$), for any point $P = (x, y)$ in Cartesian coordinates we have

$$\begin{align*}
  x &= r \cos \theta \\
  y &= r \sin \theta
\end{align*}$$

and also

$$\begin{align*}
  \frac{\partial r}{\partial x} &= \frac{x}{\sqrt{x^2 + y^2}} = \frac{r \cos \theta}{r} = \cos \theta \\
  \frac{\partial r}{\partial y} &= \frac{y}{\sqrt{x^2 + y^2}} = \frac{r \sin \theta}{r} = \sin \theta.
\end{align*}$$
Then, the gradient of $L_{E_c}(r; t)$ is given by

$$\nabla L_{E_c}(r; t) = \left( \frac{\partial L_{E_c}(r; t)}{\partial x} \frac{\partial L_{E_c}(r; t)}{\partial y} \right)^T$$

$$= \left( \frac{\partial L_{E_c}(r; t)}{\partial r} \cdot \cos \theta \frac{\partial L_{E_c}(r; t)}{\partial r} \cdot \sin \theta \right)^T,$$

and the magnitude of the gradient of $L_{E_c}(r; t)$ is given by

$$\| \nabla L_{E_c}(r; t) \| = \sqrt{\left( \frac{\partial L_{E_c}(r; t)}{\partial r} \right)^2 \cos^2 \theta + \left( \frac{\partial L_{E_c}(r; t)}{\partial y} \right)^2 \sin^2 \theta}$$

$$= \left| \frac{\partial L_{E_c}(r; t)}{\partial r} \right|,$$

which is derived (see Appendix 3 for the detailed derivation) as

$$\| \nabla L_{E_c}(r; t) \| = \frac{R}{t_{E} + t} e^{-\frac{R^2}{2(t_{E} + t)}} I_1 \left( \frac{R \cdot r}{t_{E} + t} \right),$$

where $I_1(\cdot)$ is the modified Bessel function of integer order 1 $^3$, which is depicted in Fig. 7.

From Fig. 8 one can see that $|\nabla L_{E_c}(r; t)|$ gives maxima along $r = R$. This illustrates the

![Figure 7: The modified Bessel function of integer order 1: $I_1(z)$](image)

---

$^3$The modified Bessel function of integer order $n$ is defined ([11]) by

$$I_n(z) = \frac{1}{2\pi} \int_0^{2\pi} \cos(n\theta)e^{z\cos\theta} d\theta.$$
definition that the position of the edge (i.e., \( r = R \) or, respectively, \( x^2 + y^2 = R^2 \)) corresponds to that of the maximum of the gradient magnitude.

Let us assume \( |\nabla L_{E_c} \mid \) at edges (i.e., \( r = R \)) to be a response function of \( t \) denoted as

\[ M(t) = |\nabla L_{E_c}(R, t)| = \frac{R}{t_E + t} e^{-\frac{R^2}{t_E + t}} I_1 \left( \frac{R^2}{t_E + t} \right). \]

\( M(t) \) is the monotonically decreasing function with respect to \( t \), which implies that the response \( |\nabla L_{E_c} \mid \) at edges is getting weaker as the scale increases, and thus it does not give any maximum. Therefore, the response of \( M(t) \) is not proper for direct optimal scale selection. On the other hand, let \( S(t) \) be a response function by multiplying \( M(t) \) with \( e^R \) as given by

\[ S(t) = e^R \cdot M(t) = \frac{R}{t_E + t} e^{-\frac{R^2 + R(t_E + t)}{t_E + t}} I_1 \left( \frac{R^2}{t_E + t} \right), \]

where we observe the response of \( S(t) \) when \( t_E + t = R \). If \( t_E + t = R \), \( S(t) \) is simplified as

\[ S(t) |_{t_E + t = R} = \frac{R}{R} e^{-\frac{R^2 + R^2}{R}} I_1(R) = I_1(R). \]

Eq. 5.7 implies that \( S(t) \) gives the response \( I_1(R) \) when \( t_E + t = R \). In other words, the scale value satisfying \( S(t) = I_1(R) \) corresponds to \( t = R - t_E \), which means that the value of \( t_E \) is selected from the response of \( S(t) \) uniquely since \( S(t) \) is a monotonically decreasing function of \( t \). For a given \( R \), \( I_1(R) \) is known (see Fig. 7), from which one can uniquely obtain \( t \) satisfying \( S(t) = I_1(R) \). The derived \( t \), in turn, can be used to derive the optimal scale value \( t_E \) (i.e., \( t_E = R - t \)) according to Eq. 5.7. Here it is noticeable that there does not exist any \( t \) from the response of \( S(t) \) satisfying \( S(t) = I_1(R) \) when \( R \leq t_E \); as a matter of fact, it
is meaningless both from a theoretical and a practical perspective to consider the case for
which the radius of a given circular edge is smaller than its edge width, and our theoretical
derivation in Eq. 5.7 shows that \( R \leq t_E \) corresponds to \( t \leq 0 \). We denote the relationship
\( R \leq t_E \) the \textit{curvature-scale constraint}. Fig. 9 illustrates that in (a) \( S(t) = 2 \) meets \( I_1(R = 3) \)
exactly at \( t = 2 \) in case \( t_E = 1 \) and in (b) \( S(t) \) cannot meet \( I_1(R) \) at any \( t \) since \( R = 3 \) is
smaller than \( t_E = 4 \). Additionally, Table 1 represents the values of \( t \) satisfying \( S(t) = I_1(R) \)
with respect to increasing \( R \) and \( t_E \).

Consequently, the optimal scale value for circular edges can be uniquely selected using
the response function \( S(t) \) described in Eq. 5.7 such that the optimal scale value of a given
circular edge with the radius \( R \) is given by \( t_E = R - t \), where \( t \) satisfies \( S(t) = I_1(R) \).
6 Discussion

Based on the extensive review on edge extraction in Section 2 and Section 3 as well as in [18], some prevailing tendencies of edge extraction can be found: First, regardless of the number of dimension of the given image, edge extraction is generally considered as a one dimensional problem, and thus the 1-D step edge (or sigmoid) model is often used. Most 2-D approaches are simply extended from the 1-D approach. Second, multiscale approaches to edge extraction have attracted a substantial amount of interest due to the importance of scale in edge extraction. Therefore, optimal scale selection is an important issue in multiscale edge extraction. Third, in most approaches, one can hardly find a concrete reliable account of how to apply the continuous theory to digital images. As a consequence, it is clear that there still exist many drawbacks to be improved in edge extraction in the context of higher dimensions, of optimal scale selection, and of discrete implementation of a continuous theory.

In this report, we proposed an theoretical framework for optimal scale selection in higher dimensional edge extraction. In Section 4, we established higher dimensional edge models based on our higher dimensional edge classification, i.e. straight edges, circular edges, and corners. Using this models, we aimed to find an optimal scale for higher dimensional edges based on the theoretical analysis of the effects of curvature as related to scale in Section 5. According to the result described in Section 5.2, an optimal scale value in straight edge extraction can be selected from the response function $||\nabla L_E(0,k,t)||$ in Eq. 5.4 multiplied with $t^4$, and the optimal scale value in circular edge extraction can be selected uniquely from the response function $S(t)$ described in Eq. 5.7 such that the optimal scale value of a given circular edge with radius $R$ is given by $t_E = R - t$, where $t$ satisfies $S(t) = I_1(R)$.

Our future work can be sketched as follows: First, the result of our theoretical framework for optimal scale selection must be validated and evaluated by applying it to synthetic higher dimensional images, and can be further used for optimal scale selection for real images. Second, in our approach, straight and circular edges are considered only up to now, while corners are not. In the future, it is worth taking into account of how to apply the developed framework of optimal scale selection for circular edge extraction to the case of corners. Third, the radius of a given circular edge plays an important role for selecting an optimal scale value in our approach, and its value is a priori given. However, strictly speaking, the curvature of curved edges (i.e., $1/|R|$) in real images is not prior known. Therefore, curvature detection of curved edges is supposed to be ahead of optimal scale selection.
Appendix

Appendix 1 (from page 15)

\[ E_s(x, y) = I_s(x, y) \ast G(x, y; t_E) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_s(x - \alpha, y - \beta) \cdot G(\alpha, \beta; t_E) d\alpha d\beta \]

\[ = \int_{-\infty}^{\infty} H(x - \alpha) G(\alpha; t_E) d\alpha \int_{-\infty}^{\infty} (a(y - \beta) + b) G(\beta; t_E) d\beta \]

\[ = \int_{-\infty}^{\infty} G(\alpha; t_E) d\alpha \cdot \left[ (ay + b) \int_{-\infty}^{\infty} G(\beta; t_E) d\beta - a \int_{-\infty}^{\infty} \beta G(\beta; t_E) d\beta \right] \]

\[ = \Phi(x; t_E) \cdot [(ay + b) - a \cdot 0] \]

\[ = (ay + b) \Phi(x; t_E), \]

Appendix 2 (from page 15)

\[ E_c(x, y; t_E) = I_c(x, y) \ast G(x, y; t_E) \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H(R^2 - \alpha^2 - \beta^2) G(x - \alpha, y - \beta; t_E) d\beta d\alpha, \]

where \( H(R^2 - \alpha^2 - \beta^2) = 1 \) when \( |\beta| \leq \sqrt{R^2 - \alpha^2} \) and \(-R \leq \alpha \leq R\). This leads to

\[ E_c(x, y; t_E) = \int_{-R}^{R} \int_{\sqrt{R^2 - \alpha^2}}^{\sqrt{R^2 - \alpha^2}} G(x - \alpha, y; t_E) d\beta d\alpha, \]

(assuming \( \gamma = \alpha / R \), which leads to \( \alpha = R \cdot \gamma \) and \( d\alpha = R \cdot d\gamma \))

\[ = \int_{-1}^{1} \int_{-\sqrt{R^2 - R^2 \gamma^2}}^{\sqrt{R^2 - R^2 \gamma^2}} G(x - R \cdot \gamma; t_E) G(y - \beta; t_E) d\beta d\gamma \]

(we replace \( \xi \) for \( y - \beta \), leading to \( \xi \rightarrow y \mp R \sqrt{1 - \gamma^2} \) when \( \beta \rightarrow \pm R \sqrt{1 - \gamma^2} \))

\[ = R \int_{-1}^{1} \int_{y - R \sqrt{1 - \gamma^2}}^{y + R \sqrt{1 - \gamma^2}} G(x - R \cdot \gamma; t_E) \cdot [-G(\xi; t_E)] d\xi d\gamma \]

\[ = R \int_{-1}^{1} G(x - R \cdot \gamma; t_E) \left[ \Phi \left( y + R \sqrt{1 - \gamma^2}; t_E \right) - \Phi \left( y - R \sqrt{1 - \gamma^2}; t_E \right) \right] d\gamma. \]

Appendix 3 (from page 23)

Provided that \( f(r) \) and \( g(r) \) are both rotationally symmetric, the convolution of \( f(r) \) with \( g(r) \) in polar coordinates is defined as ([5, p. 339])

\[ f(r) \ast g(r) = \int_0^{2\pi} \int_0^r f(r') g(s) r' dr' d\theta \]

\[ (s^2 = r^2 + r'^2 - 2rr' \cos \theta). \]
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Then, \( L(r; t) = \mathcal{H}(R - r) * G(r; t_E + t) \) is given by

\[
L(r; t) = \int_0^{\infty} \int_0^{2\pi} r' \mathcal{H}(R - r') \frac{1}{2\pi(t_E + t)} e^{-\frac{r'^2 + r^2 - 2rr' \cos \theta}{2(t_E + t)}} dr' d\theta
\]

\[
= \frac{1}{t_E + t} \int_0^R r' e^{-\frac{r'^2 + r^2}{2t_E + t}} \int_0^{2\pi} \frac{1}{2\pi} e^{-\frac{rr' \cos \theta}{t_E + t}} d\theta dr'
\]

\[
= \frac{1}{t_E + t} \int_0^R r' e^{-\frac{r'^2 + r^2}{2t_E + t}} I_0 \left( \frac{rr'}{t_E + t} \right) dr',
\]

where \( I_0(\cdot) \) is the modified Bessel function of integer order 0 (see for its definition Footnote 3).

The derivative of \( L(r; t) \) \((T = t_E + t)\) with respect to \( r \) is derived as

\[
\frac{dL(r; t)}{dr} = \frac{1}{T} \int_0^R r' \frac{d}{dr} \left( e^{-\frac{r'^2 + r^2}{2t}} I_0 \left( \frac{rr'}{T} \right) \right) dr'
\]

\[
= \frac{1}{T} \int_0^R \frac{r'^2}{T} e^{-\frac{r'^2 + r^2}{2t}} I_1 \left( \frac{rr'}{T} \right) - \frac{rr'}{T} e^{-\frac{r'^2 + r^2}{2t}} I_0 \left( \frac{rr'}{T} \right) \left( \frac{rr'}{T} \right) dr'
\]

\[
= \frac{1}{T} \int_0^R r' \frac{d}{dr} \left( e^{-\frac{r'^2 + r^2}{2t}} I_0 \left( \frac{rr'}{T} \right) \right) - e^{-\frac{r'^2 + r^2}{2t}} \frac{rr'}{T} I_0 \left( \frac{rr'}{T} \right) \left( \frac{rr'}{T} \right) dr',
\]

where the term denoted as ** is derived further using the recurrence relations\(^4\) of the Bessel functions ([1])

\[
\frac{rr'}{T} I_1 \left( \frac{rr'}{T} \right) = \frac{rr'}{2T} I_0 \left( \frac{rr'}{T} \right) + \frac{rr'}{2T} I_0 \left( \frac{rr'}{T} \right)
\]

\[
= \frac{rr'}{2T} I_0 \left( \frac{rr'}{T} \right) + I_1 \left( \frac{rr'}{T} \right) + \frac{rr'}{2T} I_2 \left( \frac{rr'}{T} \right)
\]

\[
= I_1 \left( \frac{rr'}{T} \right) + I_2 \left( \frac{rr'}{T} \right) \frac{rr'}{T} + I_1 \left( \frac{rr'}{T} \right)
\]

\[
= r' \frac{d}{dr} \left( I_1 \left( \frac{rr'}{T} \right) \right) + I_1 \left( \frac{rr'}{T} \right) \frac{rr'}{T}.
\]

\(^4\)By definition,

\[
I_n(z) = \frac{1}{2n} \left( I_{n-1}(z) + I_{n+1}(z) \right),
\]

\[
I_n(z) = \frac{z}{2n} I_{n-1}(z) - \frac{z}{2n} I_{n+1}(z).
\]
As a consequence, Eq A.8 is

\[
\frac{dL(r; t)}{dr} = \frac{1}{T} \int_0^R -r' \frac{d}{dr'} \left( e^{\frac{-r'^2}{2t'}} \right) I_1 \left( \frac{rr'}{T} \right) - e^{\frac{-r'^2}{2t'}} \left( r' \frac{d}{dr'} \left( I_1 \left( \frac{rr'}{T} \right) \right) + I_1 \left( \frac{rr'}{T} \right) \frac{dr'}{dr'} \right) dr'
\]

\[
= \frac{1}{T} \int_0^R \frac{r' e^{\frac{-r'^2}{2t'}} I_1 \left( \frac{rr'}{T} \right) dr'}{dr'}
\]

\[
= \frac{R}{T} e^{\frac{-R^2}{2tE}} I_1 \left( \frac{Rr}{T} \right),
\]

and accordingly,

\[
\frac{dL(r; t)}{dr} = -\frac{R}{t_E + t} e^{\frac{-R^2}{2(tE + t)}} I_1 \left( \frac{Rr}{t_E + t} \right),
\]

\[
\left| \frac{dL(r; t)}{dr} \right| = \frac{R}{t_E + t} e^{\frac{-R^2}{2(tE + t)}} I_1 \left( \frac{Rr}{t_E + t} \right).
\]
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