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ABSTRACT 

In this contribution, we present a formal, logic-based ap- 
proach to image interpretation by combining methods from 
two different research areas, namely computer vision and 
knowledge representation. After describing two well known 
approaches we presented a concise definition of the required 
solution of an image understanding problem. We then pro- 
pose an object-centered, KL-ONE-like description logic tai- 
lored to the representation needs in image understanding 
and a calculus for computing an interpretation of a given 
image according to our definition. 

1. INTRODUCTION 

Informally, zmage znterpretatzon is the task of creating a 
description of a scene, i.e. a part of our world, depicted 
in an image or sequence of images. The result includes a 
description of objects existing in the scene and properties of 
the scene itself which are not bound to any specific objects. 
If image sequences are analyzed instead of single images, 
image interpretation includes a description of occurrences, 
events, processes, episodes, histories or even intentions as 
well, depending on the length of the sequence. 

In order to be useful, these descriptions must be given 
by using the notions we have about our world. What is 
needed, therefore, is a modeling of the different classes of 
objects and types of events clearly defining the properties of 
their possible instances in a scene. Knowledge representa- 
tion is the field of AI which deals with suitable formalisms 
which can be used for defining concepts, i.e. it provides lan- 
guages, and for reasoning about instances of these concepts, 
i.e. it provides inference mechanisms. While a representa- 
tion language is definitely needed for our task, it is not 
quite clear, however, what kind of inference mechanisms 
are needed. Is image interpretation a deductive reasoning 
process, or is abductive, plausible, or even probabilistic rea- 
soning necessary? 

What we are interested in is a formal definition of image 
interpretation which, first, helps us to a better understand- 
ing of the problem, second, enables us to develop appropri- 
ate solutions, and third, lays the ground for standardized 
and reusable application software. In order not to search 
for methods in vain, let us first describe a particular prob- 
lem we have in mind: Imagine a surveillance task where in 
regular, though quite long, intervals aerial images are taken 
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from geographic areas with known coordinates (the images 
are assumed to be registered), and assume these areas are 
known, i.e. we have some sort of reference information de- 
scribing the state of the areas at  some previous time. We 
would like to know then the new state and the changes 
which have taken place in the meantime. The descriptions 
of changes should be given on a rather high semantic level, 
e.g. something like “the runway of the airport was elongat- 
ed” would be appropriate. 

In Section 2 we analyze two well-known, logic-based ap- 
proaches from the literature. In Section 3 we present our 
definition of the problem, which builds on the previous two, 
then describe a representation language, and finally sketch 
a calculus which can be used for computing an image in- 
terpretation given the knowledge about the contents of an 
image and a definition of the relevant concept,s. The paper 
ends with a conclusion. 

2. RELATED WORK 

The first concise definition of the problem of image inter- 
pretation-in a logical framework-was given by Reiter & 
Mackworth in their reconstruction of the MAPSEE-approach 
to sketch map understanding [I]. They showed how the rel- 
evant generic knowledge about the domain and the a priori 
given contents of a sketch map (in a symbolic .form in terms 
of lines and regions) can be represented using first order 
predicate logic. Then they made use of the model-theoretic 
semantics of first order logic and defined an interpretation 
of a sketch map as a logic,al model of the set of first order 
formulas expressing the given knowledge, whille a model, to 
recall this, is a logical interpretation satisfying a given set 
of formulas. 

Taking this definition, the answer to our ‘question is as 
follows: Image interpretation is not simply a logical infer- 
ence process; neither a ded.uctive one, which only generates 
formulas valid under all models of the given set of formulas, 
nor an abductive one, which generates explanations. It is 
the (re-)construction of a specific possible world’ consistent 
with the given knowledge. 

As Reiter & Mackworth already pointed out, the prob- 
lem with their approach is that, in general, first order pred- 
icate logic is undecidable. Therefore, it cannot be checked 

lIn contrast to the notions of logical models and interpreta- 
tions we use this term in its non-technical sense here. 
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whether a given set of formulas has a model at all, and if 
so, the models may not be finite. Fortunately, a scene de- 
picted in an image is always finite (on a limited scale, at 
least), which ensures the finite model property. Reiter & 
Mackworth make use of this by including a domain closure 
axiom which enumerates all the objects in a sketch map to 
be interpreted as well as a unique name axiom. This enables 
them to transform the given set of formulas to propositional 
logic. The constraint solving techniques developed in the 
MAPSEE-project can be used then for model construction. 
So, using this definition, image interpretation can also be 
seen as a constraint satisfaction problem. However, while 
the finite nature of scenes allows to construct the required 
models, it is still not possible to check the consistency of 
the scene-independent generic domain knowledge, for which 
a domain closure axiom cannot be specified. In addition, 
it seems that in [l] the process of transforming the set of 
formulas to propositional form was performed hy hand. 

Motivated by the work of Reiter & Mackworth, a second 
definition of image interpretation was given by Matsuyama 
& Hwang as a result of a logical reconstruction of their 
SIGMA-system for aerial image understanding [2]. In this 
reconstruction, they were using first order logic as the rep- 
resentation language as well, but in contrast to Reiter & 
Mackworth they did not require the contents of the images, 
i.e. a segmentation, to be completely given a praorz. They 
see image interpretation as an instance of the hypothesas- 
based reasonzng approach proposed by Poole et al. [3], whose 
task is to find a set of formulas, the hypotheses or expla- 
nataons, which is consistent with the given knowledge and 
complements the generic domain knowledge, so that the 
formulas representing the observataons, i e. the contents of 
the image, can be logically deduced. As a segmentation of 
the image is not completely given a praorz, checking consis- 
tency requires to further analyze the image whenever any 
new hypotheses concerning its contents are generated This 
amounts to an incremental, expectation-driven image anal- 
ysis. 

Taking this definition, image interpretation is an abduc- 
tive reasoning process generating explanations However, 
in contrast to the model construction approach of Reiter & 
Mackworth, it does not make all the information explicit 
which is implied by the given knowledge and the generated 
hypotheses, for it is not required to perform any deductive 
inferences at all. In addition, it can easily be shown that 
in some cases of incomplete knowledge the explanations to 
be generated must be equal to the observations themselves, 
something we would hesitate to call an explanation. Look- 
ing at  the definition in another way, image interpretation 
can be seen as the construction of partial logical models 
which are not propositionally closed. 

3. THE APPROACH 

In the following we present a formal approach to image in- 
terpretation which is similar to those just described in its 
use of a logical representation language having a clearly de- 
fined model-theoretic semantics, but (1) is not based on an 
a przori given segmentation, ( 2 )  provides a language suit- 
able for expressing the geometric properties of objects, and 
(3) provides an effective calculus not relying on any hand 

transformation. We start by giving a definition which is 
suited to the surveillance task described in the introduc- 
tion. 

3.1. The Definition 

In comparison of the two approaches described above, the 
definition of the problem given by Reiter & Mackworth 
seems to be the more natural one However, the assumption 
that image interpretation can satisfactorily be done based 
on an a praorz given segmentation of an image was proven 
to be quite unreasonable in recent years. Therefore, we are 
going to drop this assumption in the following In addi- 
tion, we will be satisfied with partial models not spelling 
out every single detail of a possible world 

Definition 1 (Interpretation of an Image) Let  F be a 
set of axaoms of a classacal logacal language C contaanzng 
the  scene-andependent generac domaan knowledge as well as 
the gaven reference about the scene depacted an the  amage 
I ,  and let B be a subset of the axaoms of C representang 
the observataons whach can potentaally be extracted f r o m  the  
amage I .  An interpretation of the zmage I as t hen  defined 
t o  be a partaal logacal model Z, = (DP,  "p) of the  set of 
axaoms F U B (wath D, as the domaan of dascourse and ."p 

as a partaal znterpretataon func tzon)  satasfyang the  followang 
condataons: 

Consistency: Z, can be extended t o  a complete model Z = 
( D ,  I) wath 2) 2 D, and " beang a n  extensaon of " p .  

Specialty: If F U B /=z, A V B,  but no t  + A V B,  then  
F U B +I, A or F U B +zp B,  whale A and B are 
proposataons, 2.e. varaable free fo rmulas  of C. 

The Specialty condition specifies how complete the solu- 
tion is required to be. Firstly, it ensures that the partial 
model is deductively closed. As the propositional deduc- 
tive closure is much to small to be an interesting result, 
the Specialty condition, secondly, enforces the resolution of 
non-tautological disjunctive propositions in order to get a 
more specific image interpretation If we would drop the 
exception that tautological disjunctive propositions do not 
have to be resolved, then a solution would be required to 
be a complete model 

This definition allows for incrementally acquiring the 
observations Note, however, that we might end up with a 
result not containing any new information about the scene 
at all This happens whenever we start with an empty set 
B and the set 7 does not imply the existence of any objects 
in the new image 

3.2. The Language 

We are looking for a language which, first, is more expres- 
sive than plain predicate logic in order t o  be useful for in- 
terpreting real images. In particular, the geometrical prop- 
erties of objects like absolute as well as relative position, 
orientation, shape, and size should be expressible, for this 
is the most important kind of knowledge we have. Second, 
we would like that at least a fragment of the language, which 
is needed for expressing the scene-independent knowledge, 
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any n-ary first order predicate with numeric (possibly non-linear) inequ,alities as atomic formulas 

II -+ PI 
semantics analogous to (V (el . . . e n ) .  
semantics analogous to (3  (el . . . en) .  r)I 

P --+ 

Figure 1: Syntax and semantics of the terminological language. 

Figure 2: Syntax and semantics of the assertional language. 

is decidable. We would be able to check this knowledge for 
consistency then. 

We propose to use an object-centered KL-ONE-like de- 
scription logic [4] which provides a language for describing 
concepts (denoted by C and D in the following) by using 
concept names and role names (denoted by CN and R N ) .  
Figure 1 shows the syntax and semantics of our concept lan- 
guage. It is the result of a careful analysis of the required 
expressivity and the aim of keeping at least a certain frag- 
ment of it decidable [5]. 

A logical interpretation Z = (D,.") of our language 
maps every concept name, role name, object name (de- 
noted by a and b and used below), and every n-ary nu- 
merical predicate P ,  respectively, as follows: CNz & D, 
RNZ (DUR)', az E DUR, and Pz Rn. The semantics 
of the various terms of the language is shown in the second 
column of Figure 1. 

A knowledge base of our formalism consists of two com- 
ponents, an antensional or terminologacal one, called TBox, 
and an extensional or assertional one, called ABox. They 
may contain terminological and assertional axioms, respec- 
tively, as shown in the first line of Figure 2. The first 
four are terminological axioms; two for expressing universal 
knowledge by defining concepts in terms of necessary and 

maybe even sufficient conditions, two for expressing contin- 
gent knowledge by specifying constraints on trhe minimum 
and maximum number of instances of a given concept. The 
final five are assertional axioms used for stating facts about 
objects. The second line of Figure 2 specifies the semantics 
of the axioms by stating when an axiom is satisfied by a 
logical interpretation of our language. 

In the following we show two concept definitions as an 
example. Suppose we are in an airport domain and want 
to define the concept of a runway. One of its most promi- 
nent properties (besides its shape) is that there must be a 
taxiway parallel to it in a certain distance and connected 
to it by at least 2 driveways. The following terminological 
axiom tries to formalize this by expressing at least some of 
these conditions: 

Runwaylike-Object = 
Roadobject n (2 2 has-connecting-driveway) r l  
3 (frame has-connecting-driveway-neighbor) . 

3 ((direction ox )  (direction o y)) 
((frame o direction o x )  (frame o direction o y)) . parallep 

The concept term on the right hand side describes the set 
of objects which are instances of the concept Roadobject, 
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have at least two fillers of the role has-connecting-driveway, 
and, in addition, satisfy the following conditions: (1) They 
have a filler of the role frame (supposed to be a coordi- 
nate frame) which in turn is required to have fillers of the 
x and y component of its direction vector. (2) They have a 
filler of the role has-connecting-driveway-neigh bor (supposed 
to be the neighbor of a neighbor) which in turn is required 
to have fillers of the x and y component of the direction vec- 
tor of its coordinate frame. (3) The components of the two 
direction vectors fulfill a 4-place numeric predicate express- 
ing the constraint of being parallel (we omit specifying the 
predicate and use a name instead).2 The set of objects so 
described is required to be equal to the set of instances of 
the concept name Runwaylike-Object, so the conditions are 
necessary as well as suficzent. 

The language can be use to define possible types of 
changes as well. Changes between two states can be reified 
and represented by a change “object” which is connected 
to two spatial objects describing the former and the later 
state. Consider the elongation of an object. This is defined 
by a constraint on the length of an object in two different 
states: 

Elongation = Change-Object n 
3 ((pre o shape o length) 

(postoshapeo length)) X l 1 , l ~ .  (21 < l z )  

To summarize, our language can be used to formalize the 
scene-independent domain knowledge by using terminolog- 
ical axioms, as shown above. The reference information 
can be formalized by using assertional axioms, and the ob- 
servations can be specified by using assertional as well as 
cardinality axioms. We conclude this section by showing 
how to express a domain closure by a very simple axiom 
(5  n T) The upper bound n for the number of objects can 
be estimated from the size and resolution of the image and 
the given reference. 

3.3. The Calculus 

Schmidt-Schauf3 & Smolka [6] presented a complete and 
sound consistency test for a subset of our language It is 
based on the idea of a tableau calculus which tries to con- 
struct a model for a given knowledge base. This is done 
by completing the ABox of the knowledge base so that it 
becomes a model of itself as well as the TBox. We have ex- 
tended this calculus to work for our language and equipped 
it with a method for performing an expectation-driven anal- 
ysis of the image to be interpreted for any hypotheses about 
its contents which may have been generated. No transfor- 
mation to propositional form is required by this calculus. It 
is guaranteed to be complete in the sense that all inconsis- 
tencies are detected, but a5 our language defined above is 
undecidable, it is only guaranteed to terminate if an axiom 
of the form (5  n T) is included in the knowledge base. The 
calculus effectively computes one or all models of a given 
knowledge-base and image. Unfortunately, it turns out that 

2Actually, the role names not starting with has- must be in- 
terpreted as partial functions here, in order for this description 
to be correct This can easily be achieved by a slight though 
spacious change of the language 

the problem is highly intractable: it can be shown that it 
is not even in PSPACE. In addition, this calculus can be 
used for checking the consistency of the scene-independent 
domain knowledge using a fragment of our terminological 
language which is claimed (though not yet proven) to be de- 
cidable. Note, that a special reasoner is needed as part of 
our calculus for checking the consistency of a set of numeric 
predicates based on possibly non-linear (in-)equalities. This 
can be provided, however, by using the cylindrical algebraic 
decomposition method (CAD) proposed by Collins [7]. See 
[5] for the details of the calculus as well as a comprehensive 
description of the overall approach. 

4. CONCLUSION 

We have discussed the problem of image interpretation in a 
formal, logical framework. After describing two well known 
views on this problem we presented our own approach: A 
concise definition of the problem, an object-centered de- 
scription logic suited to the representation needs in image 
understanding, and an effective calculus. As the problem 
is intractable, a next step would be to analyze incomplete 
methods. 
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